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Crystal structure prediction for organic molecules requires both the fast assessment of thousands to millions of crystal structures and the greatest possible accuracy in their relative energies. We describe a crystal lattice simulation program, DMACRYS, emphasizing the features that make it suitable for use in crystal structure prediction for pharmaceutical molecules using accurate anisotropic atom–atom model intermolecular potentials based on the theory of intermolecular forces. DMACRYS can optimize the lattice energy of a crystal, calculate the second derivative properties, and reduce the symmetry of the space group to move away from a transition state. The calculated terahertz frequency \( \omega = 0 \) rigid-body lattice modes and elastic tensor can be used to estimate free energies. The program uses a distributed multipole electrostatic model \( (Q^2, t = 0, \ldots, 444) \) for the electrostatic fields, and can use anisotropic atom–atom repulsion models, damped isotropic dispersion up to \( R^{-10} \), as well as a range of empirically fitted isotropic exp-6 atom–atom models with different definitions of atomic types. A new feature is that an accurate model for the induction energy contribution to the lattice energy has been implemented that uses atomic anisotropic dipole polarizability models \( (\epsilon^2, t = 10,10,11c,11s) \) to evaluate the changes in the molecular charge density induced by the electrostatic field within the crystal. It is demonstrated, using the four polymorphs of the pharmaceutical carbamazepine \( \text{C}_15\text{H}_{12}\text{N}_2\text{O} \), that whilst reproducing crystal structures is relatively easy, calculating the polymorphic energy differences to the accuracy of a few \( \text{kJ mol}^{-1} \) required for applications is very demanding of assumptions made in the modelling. Thus DMACRYS enables the comparison of both known and hypothetical crystal structures as an aid to the development of pharmaceuticals and other specialty organic materials, and provides a tool to develop the modelling of the intermolecular forces involved in molecular recognition processes.

1. Introduction

The organic solid state is an area of significant academic and industrial interest because of the possibility of designing molecules so that the crystal has desired physical properties, and the need for high quality control in the manufacture of molecular materials. The incidence of polymorphism and multiple solid forms (e.g. solvates) for pharmaceuticals is very high, recently estimated at 50% and 90% respectively from the experience within a commercial solid form screening company. However, determining the range of solid forms experimentally is difficult, with many polymorphs being discovered by a range of novel crystallization processes such as crystallization from solvent under pressure. Hence computational modelling has been emerging as an important complementary tool in interdisciplinary research in the organic solid state. Methods of organic crystal structure prediction, to allow the design of molecular solids prior to synthesis, can be successful as demonstrated in the blind tests. Using such methods to determine the set of thermodynamically feasible crystal structures, hereafter referred to as the crystal energy landscape, can help guide the search for and characterization of new polymorphs, rationalize disorder and generally provide insights into the range of alternatives to the currently known structures. We have been developing an organic crystal structure modelling program (DMAREL) for almost two decades. The success of crystal modelling studies on fairly small organic molecules has provided the impetus to extend the modelling to a wider range of molecules with more diverse functional groups and conformational flexibility. Experimental
studies seeking to define the diversity of the solid state for a given molecule show that the modelling needs to be able to consider both high symmetry space-groups, and low symmetry triclinic systems with multiple independent molecules in the asymmetric unit cell. In this paper we report a new version, DMACRYS, with capabilities for studying both larger and more complex organic crystals than DMAREL. We describe some features common to both programs that have been used in published crystal structure prediction studies but need explaining in context.

The energy differences between different polymorphs of organic molecules are typically of the order of a few kJ mol$^{-1}$, and the relative stability can frequently change with temperature, although transitions in the organic solid state are generally first order$^{10,11}$ and therefore the metastable phase can persist for a very long time, depending on the sample. Thus, organic crystal structure modelling needs to consider not only the lattice energy (the energy of a static crystal structure at 0 K relative to the infinitely separated molecules in their lowest energy conformation), but also the relative free energies. However, to a good first approximation the relative energies of crystal structures are dominated by the lattice energy differences.$^{12}$ The need for very high accuracy in the relative energies of different possible crystal structures has been apparent throughout the development of crystal structure prediction methods.$^{7}$ Systematic studies of the crystal energy landscape of glycol and glycerol$^{13-15}$ clearly show that the energy of the experimental structures relative to the most stable computer-generated structures improves with the theoretical basis for the crystal energies. The crystal energy is a particular challenge to computational chemistry,$^{16}$ as the bonding within the organic crystal ranges from the strong covalent bonds, which are almost identical in all phases, to the weak dispersion forces, which are currently challenging to electronic structure methods.$^{17}$ An adaptation of periodic density functional theory electronic structure calculations to include a damped dispersion model which has been empirically fitted to organic crystal structures is proving promising for crystal structure prediction,$^{18}$ but is a computationally expensive alternative to atom–atom models. At the other extreme, the traditional force-fields for organic systems are fast, but the simple molecular mechanics description of covalent bonding and the assumption that the intramolecular and intermolecular forces can be modelled by the same atomic charges can lead to significant distortions of the molecular conformation within the crystal$^{19}$ or insufficient accuracy in the relative energies.$^{20,21}$ An alternative approach is to concentrate on evaluating the intermolecular contribution to the lattice energy, $U_{\text{inter}}$, as accurately as possible using the theory of intermolecular forces to determine both the functional form and parameters of the model intermolecular potential.$^{22,23}$ For example, the electrostatic contribution to the lattice energy is calculated from a distributed multipole representation of the molecular charge distribution,$^{24}$ resulting in an anisotropic atom–atom intermolecular potential which represents the long-range electrostatic potential arising from lone pair and $\pi$ electron density.$^{25}$ A new development in DMACRYS is to enable the investigation of lifting the approximation of using the gas phase molecular charge density in the crystal lattice by allowing the electron charge density to be polarized by the surrounding molecules. It has been shown that this induction contribution to the energy can be significant, both by using large clusters to model the organic crystal$^{26}$ and by computing the intermolecular energies in the crystal from the discretized electron density of the isolated molecules.$^{27}$

Although DMACRYS only models rigid molecules, it can be coupled with $ab$ initio single molecule calculations to model the distortion of the molecular conformation by the intermolecular packing forces.$^{28,29}$ Hence, the lattice energy, the energy of the static crystal relative to the infinitely separated molecules, $E_{\text{latt}} = U_{\text{inter}} + \Delta E_{\text{intra}}$, can be calculated for conformational polymorphs as a sum of the intermolecular lattice energy, $U_{\text{inter}}$, obtained from DMACRYS and the conformational energy penalty, $\Delta E_{\text{intra}}$, obtained from an $ab$ initio program. This can be used to refine the energies of the most plausible crystal structures generated in a multi-stage search process,$^{30}$ which relies on the ability of DMACRYS to efficiently lattice energy minimize hundreds of thousands of trial crystal structures generated by search programs such as Crystal Predictor.$^{31,32}$

The distinctive feature of DMACRYS is that it uses anisotropic atom–atom model intermolecular potentials, and can therefore accurately reflect the effect of anisotropy in the valence electron distribution on the intermolecular forces. The parameters for the long range forces, such as distributed multipoles, polarizabilities and dispersion coefficients, can be derived from the charge distribution of the isolated molecule.$^{23}$ These parameters are defined relative to a molecule-fixed axis system so each atom–atom contribution to the intermolecular pair potential depends not only on the separation of the atoms, but also their relative orientation. The energy, non-central force and torque from each site–site interaction can be effectively expressed$^{22}$ in terms of the direction cosines between unit atom–atom and molecule-fixed axis vectors. The use of a distributed multipole model for the electrostatic contribution to the lattice energy has been well established using DMAREL, and shown to give better reproduction than atomic partial charge models of the crystal structures of many rigid molecules and the relative energies of their polymorphs or predicted crystal structures.$^{19,33}$ The non-empirical parameterization of the other contributions to the intermolecular potential is less straightforward, but considerable progress has been made in recent years,$^{28}$ and it is now possible to obtain realistic distributed polarizabilities and dispersion coefficients from reasonable quality monomer wavefunctions for small organic molecules. Methods of deriving anisotropic site–site models for the short range forces of pairs of molecules are also being developed, using the overlap model and a limited number of Symmetry Adapted Perturbation Theory$^{34}$ evaluations of these energies. Such work has lead to a completely non-empirical intermolecular potential$^{35}$ for $\text{C}_8\text{Br}_2\text{C}_3\text{H}_2\text{F}$ successfully predicting its crystal structure in the last blind test.$^7$ The anisotropy in the repulsive wall around halogen atoms had already been shown to improve the modelling of the chlorobenzenes’ crystal structures and properties.$^{36}$ The most recent development is the ability to obtain distributed anisotropic polarizability tensors$^{37-39}$ from
**Method**

2.1 Input description

The utility program NEIGHCRYS (an updated version of NEIGHBOURS, that was used with DMAREL) is used to construct a DMACRYS input file. The crystal structure, defined by cell parameters, symmetry operations and fractional atomic coordinates, is input into NEIGHCRYS, and the cell is converted into an orthonormal Cartesian axis system using the same convention used to define the elastic tensor. In most cases, this directs the unit length Z axis along the c axis, the X axis parallel to the reciprocal a axis (a*), and the Y axis defined to give a right handed orthogonal set of axes (Fig. 1a). This global axis system is internal to the program, so the user only needs to be aware of it as the definition of the axes for the elastic tensor.

A set of maximum atom–atom covalent bond distances is also provided as input to calculate the bond connectivity that defines the rigid molecules. Atomic types that determine repulsion-dispersion parameters are automatically determined by NEIGHCRYS and can be defined solely by element, as in the simplest isotropic repulsion-dispersion potentials (e.g. non-hydrogen atom parameters in the FIT parameter set) or by element and hybridization, as in the atomic typing of the most recent Williams potential (W99). Hydrogen atom typing must almost always consider bonding environment, such that the parameters describing hydrogen bond donor hydrogen atoms are of different types to those bonded to carbon. The W99 potential also defines the interaction centre for hydrogen atoms to be shifted away from the nuclear site and NEIGHCRYS automates the required adjustment of the hydrogen atom interaction sites to a position 0.1 Å closer to X along the X–H bond. The prior adjustment of the hydrogen atom positions to the average values determined by neutron diffraction is an option which is required for all X-ray structures to correct the systematic error in location of hydrogen atoms. It is also possible to input the user’s choice of atomic types by an input file linking each atom label to its atomic type. For example, a non-empirical potential specific to pyridine could have up to three types each for carbon and hydrogen atoms and one for nitrogen, whereas modelling an organic hydrate may require different potential parameters for the hydrogen atoms in water, alcohol and carboxylic acid functional groups.

The Cartesian molecule-fixed axes (x_M, y_M, z_M in Fig. 1) are defined by three atoms in the molecule, two defining an axis direction and the third defining a plane, using the right hand coordinate system. These atoms are usually chosen to reflect any molecular symmetry and so that the axes are (approximately) aligned with the axes of inertia (cf. Fig. 1b). The origin of the molecular axis system is at the centre of mass. The molecular coordinates in this molecule-fixed axis system are used to calculate the molecular charge density and hence define the distributed multipole moments and polarizabilities. Since many organic molecules have no symmetry, resulting in no exact relationships between the distributed multipoles on different atoms, the distributed multipoles and polarizabilities can be viewed as atom specific parameters. Single atoms, such as chloride ions (Cl⁻), can also be handled.

\[ \text{The crystal structure is read by NEIGHCRYS in Shells (.res) file format. This file can be derived from the .cif file format using various crystallographic programs such as Mercury, and these should be used to produce a .res file containing the coordinates for entire molecules. NEIGHCRYS needs input for every atom within the molecule and so does not handle all inputs where there is less than one molecule in the asymmetric unit cell, i.e. } Z' < 1. \]
Fig. 1 (a) Illustration of the various axis systems for the $P2_1/c$ structure of (E)-4-(Trifluoromethyl)benzaldehyde oxime. The Cartesian global axis system is related to the crystallographic axis system so $Z$ corresponds to $c$, $X$ is parallel to $bX$ (and is not along $a$ as $\beta = 99.3^\circ$) and $Y$ completes a right handed orthogonal axis system (for this monoclinic cell, $Y$ is parallel to $b$). The molecule in the input asymmetric unit cell is coloured by element, the molecule related by a 2-fold screw axis with identical multipole moments in dark green and the molecules related by an inversion centre or glide plane which have symmetry-related multipole moments in red. (b) The atomic numbering diagram showing the right-handed set of molecule-fixed axes ($x_M$, $y_M$, $z_M$) defined by $C_4$, $C_1$ and $C_2$, and, only for the three fluorine atoms, the local atomic axis vectors $e_i$ along the C–F bonds which are defined to allow transferability of the anisotropic atom–atom repulsion model.

### 2.2 Defining the model intermolecular potential

An initial run of NEIGHCrys is necessary to obtain the molecular structure in the molecular axis system, to be used to calculate the distributed multipoles and polarizabilities. The multipole moments at any site, $i$, are assumed to conform to the spherical tensor definition, and can be input up to hexadecapole, i.e. generally for each atom there is a set $Q_{i}^{l}$ of 25 multipole moment components, $l = 0$ for charge, $l = 10, 11c, 11s$ for the dipole, $l = 20, 21c, 21s, 22c, 22s$ for quadrupole, $l = 30, 31c, 31s, 32c, 32s, 33c, 33s$ for octopole, $l = 40, 41c, 41s, 42c, 42s, 43c, 43s, 44c, 44s$ for hexadecapole. In this paper, all sets of multipole moments are derived by the form of distributed multipole analysis appropriate to larger basis sets, where the contribution to atomic multipoles from more diffuse basis functions is determined by integration,§ using the program GDMA2 to analyze the density matrix (.Fchk) file produced by GAUSSIAN for the molecule in the molecular axis system. Other methods of deriving the atomic multipole moments from any charge density can be used, provided that they conform to these spherical tensor conventions. Similarly, DMAcrys handles localized atomic dipolar polarizabilities $x_i^t$ with components $t = (10, 10), (11c, 11c), (11s, 11s), (10, 11c), (10, 11s), (11c, 11s)$, defined using spherical tensors. The distributed polarizabilities are calculated by the WSM method as implemented in CamCASP. An analysis of the importance of induction in organic crystal structures, based on large cluster representations of the crystals, suggested that modelling just the induced dipoles would be a reasonable starting point for a more thorough investigation of the effects of explicitly modelling the polarization within organic crystal structures.

The majority of organic crystal structures contain molecules related by symmetry elements in addition to translation. Mirror planes, glide planes and inversion centres will generate half the molecules in the unit cell with a molecular structure that is inverted relative to the input molecule (although rotation axes and screw axes will not). These are racemic crystal structures for molecules with chiral centres. Since a right handed axis system is required in the evaluation of the torques etc., NEIGHCrys restores the molecular axis systems of the inverted molecules (Fig. 1) to the right handed set. This is done by separately labelling the inverted molecules (I) and providing the correct atomic multipoles and polarizabilities, by changing the sign of the multipoles $Q_i^l$ and polarizabilities $x_i^t$ whose definition has odd powers of $z$ in the spherical tensor operator (See ESI Table 1). To emphasize that atoms that are related by crystal symmetry elements have sets of multipole moments and polarizabilities that are symmetry-related but not necessarily identical, the description of these anisotropic terms in the potential will continue to use the superscripts $a$ and $b$ to refer to the particular (atomic) interaction sites on molecules A and B, allowing ease of comparison with the theory of intermolecular forces.

The electrostatic energy is then given by

$$E_{\text{electrostatic}} = \frac{1}{2} \sum_{l} \sum_{a \neq b} Q_{ia}^{t} T_{lb}^{ab} Q_{b}^{l}$$

(1)

where the summation over molecules is specified explicitly, whilst summation over all multipoles $l$ on atomic sites $a$ in molecule $A$, and all multipoles $l$ on all atoms $b$ in molecule $B$ follows the repeated index convention. The interaction functions $T_{lb}^{ab}$ have been tabulated in terms of the direction cosines of the local axis vectors. The induction energy can be similarly

§ The default atomic radii values used for the integration in GDMA2 are 0.325 Å (0.623 au) for H and 0.650 Å (1.228 au) for all other atoms. The revised radius for hydrogen has been shown to be an improvement for modelling hydrogen bonding from using equal radii.
evaluated in terms of the induced multipole moments \( \Delta Q^\alpha \) and original multipole moments \( Q^\alpha \) as

\[
E_{\text{ind}} = \frac{1}{2} \sum_A \sum_{B \neq A} \Delta Q^\alpha_i R_{ik}^\alpha \Delta Q^\beta_j R_{jk}^\beta
\]

once the induced moments have been determined, as described in section 2.3.

Most modelling that has been done with DMACRYS for pharmaceuticals and organic molecules assumes a transferable isotropic atom–atom model for the non-electrostatic interaction between each pair of molecules, which, when applied in crystal structure modelling, is usually expressed in the form:

\[
U_{\text{rep-disp}}^{\text{MN}} = \sum_{i \in M, k \in N} A_{ik} \exp(-B_{ik} R_{ik}) - C_{ik} / R_{ik}^6
\]

Here the repulsion and dispersion interactions are between atom \( i \) of type \( \iota \) in molecule \( M \) and atom \( k \) of type \( \kappa \) in molecule \( N \), which are separated by a distance \( R_{ik} \). This notation is used for the atoms and parameters for all transferable sets of parameters. The two sets of parameters, FIT\cite{fit} and W99,\cite{w99} which are frequently used in DMACRYS studies as they have been empirically fitted to organic crystal structures, are discussed further in the ESI.\footnote{Unfortunately the notation for sites \( a \) and \( b \) separated by \( R_{ab} \), traditionally used to describe an intermolecular pair potential, leads to confusion with cell axes and, if \( x \) and \( \beta \) are used for types, with polarizability tensors.}

In contrast to the usual assumption (eqn (3)) that the atom–atom repulsion is isotropic, DMACRYS can model anisotropy in the repulsion terms to represent polar flattening.\cite{flat} A local \( z \) axis unit vector, \( \mathbf{e}_z \), is defined at each atomic site (Fig. 1b) to allow atom–atom anisotropic repulsion potentials to be transferred directly to atoms of the same atomic type, avoiding the need for analytic rotation to the molecular axis system. The short range repulsive potential that DMACRYS can currently use is of the form:

\[
U_{\text{rep}}^{\text{MN}} = \sum_{i \in M, k \in N} G \exp[-B_{ik}(R_{ik} - \rho^{\text{MN}}(\Omega_{ik}))]
\]

where \( G \) is a constant energy unit, so that the repulsion between atoms \( i \) and \( k \) is equal to \( G \) when \( R_{ik} = \rho^{\text{MN}}(\Omega_{ik}) \). In addition, it is assumed that the anisotropy associated with a given atom (\( i \)) can be modelled with cylindrical symmetry about the local \( z \) axis of the atom which is usually along a covalent bond (cf. C–F bonds in Fig. 1b), and does not depend on the type (\( \kappa \)) of the other atom (\( k \)) i.e. the constant repulsion contour can be represented by

\[
\rho^{\text{MN}}(\Omega_{ik}) = \rho_0^{\text{MN}} + \rho_1^z (\mathbf{e}_z \cdot \mathbf{e}_{ik}) + \rho_1^x (\mathbf{e}_x \cdot \mathbf{e}_{ik}) + \rho_2^z ((\mathbf{e}_z \cdot \mathbf{e}_{ik})^2 - 1)/2 + \rho_2^x ((\mathbf{e}_x \cdot \mathbf{e}_{ik})^2 - 1)/2
\]

where the vector \( \mathbf{R}_{ik} \mathbf{e}_{ik} \) is from atom \( i \) to atom \( k \). Various studies have shown that this model is sufficient to model the anisotropy of repulsion in cyanuric chloride,\cite{cyanuric} chlorothalimide\cite{chlorothalimide} and \( \text{C}_6\text{Br}_2\text{H}_2\text{ClF} \),\cite{c6br2h2clf} and provide a transferable scheme for the chlorobenzenes\cite{chlorobenzenes} and polycyclic aromatic hydrocarbons.\cite{polycyclic}

Since the range of orientations around each atom that can be in repulsive intermolecular contact is fairly restricted for organic molecules, compared with, for example, a diatomic molecule, more complex variations from spherical symmetry are unlikely to be required.

Distributed dispersion coefficients can also be generated using CamCASP, but following investigations of various anisotropic dispersion models\cite{anisotropic} it seemed that the added complexity of anisotropy in the atom–atom dispersion was unlikely to be important for organic molecules. Hence the dispersion contribution is modelled as a damped isotropic C\( _6 \), C\( _8 \), C\( _{10} \) dispersion model

\[
U_{\text{disp}}^{\text{MN}} = \sum_{i \in M, k \in N} \left( f_0(\beta R_{ik}) C_{6}^{\text{MN}} R_{ik}^6 - f_0(\beta R_{ik}) C_{8}^{\text{MN}} R_{ik}^8 \right)
\]

where \( f_0 = 1 \) is the default undamped dispersion, and the alternative Tang-Toennies damping function\cite{tangtoennies} is given by

\[
\frac{f_0(\beta R_{ik})}{(\sum_{m=0}^{2}(\beta R_{ik})^m/m!)} \exp(-\beta R_{ik})
\]

Currently, this damping function, if applied, is used for all atom–atom dispersion terms, with one parameter \( \beta \) defined for the molecule. This can be estimated by \( \beta = 2 \sqrt{2I_1} \), where \( I_1 \) is the first vertical ionization potential of the molecule in atomic units,\cite{ionization} as for small polyatomics.\cite{tangtoennies} However, it is likely that atom-dependent damping parameters may be needed for molecules containing atoms other than C, N, O and H, and recent work suggests that even for small molecules the vertical ionization energy may not give the optimal value of \( \beta \) for damping the induction.\cite{tangtoennies2}

The new atom naming system implemented in NEIGHCRYS/DMACRYS is a marked improvement on that in NEIGHBOURS/DMAREL as it allows the easy implementation of either standard (FIT or W99) or user defined atomic typing, as well as allowing up to 99 999 atoms in the unit cell. DMAREL was limited to 62 atoms of an atomic type in the asymmetric unit, a limit that is too small for the number of carbon and hydrogen atoms in some organic crystals. It also allows supercells to be generated for defect and impurity calculations.

2.3 Lattice energy calculation

The method of calculating and summing the site–site intermolecular energies, and transforming the associated forces and torques to the net force and torque on the rigid molecule, is as described\cite{neighcrys} for DMAREL. The repulsion and dispersion terms are calculated from eqn (3) or from eqn (4)–(6), and summed over all intermolecular atom–atom distances up to a defined cutoff. This is typically 15 Å for small organic molecules for fast calculations and 30 Å when highly smooth numerical derivatives are required or for particularly large molecules.

The electrostatic energy, and corresponding rigid body forces and torques, is evaluated from the molecule-fixed and site–site intermolecular vectors\cite{neighcrys} using eqn (1). The charge–charge (\( R_{ab}^{-1} \)), charge-dipole (\( R_{ab}^{-2} \)) and dipole–dipole (\( R_{ab}^{-3} \)) terms in the electrostatic and induction contributions
to the lattice energy are summed by Ewald summation. All the other multipole terms up to \( R_{\alpha\beta}^{-5} \) are summed in direct space, using all atom–atom distances between molecules in a list, defined initially and updated as necessary as those whose centres of mass lie within a predefined cutoff. This is typically 15 Å but needs to be greater for very large molecules or high accuracy.

The induced multipoles can be evaluated by using the same interaction functions \( T_{\alpha\beta} \) as the field at the nucleus of atom \( a \) in molecule \( A \) is given by

\[
V^a_i = \sum_{B \neq A} T_{\alpha\beta} Q^B_{\alpha} \tag{8}
\]

The hydrogen bonds and other close contacts in organic crystals involve sufficient overlap of the molecular charge distribution that the field arising from the point multipole description will generally need to be damped.\(^{26}\) Damping by the Tang-Toennies form (eqn (7)) is easily applied to the fields that give rise to the induced multipoles, and the sum becomes

\[
V^a_i = \sum_{B \neq A} f_{a+b} (\beta R_{\alpha\beta}) T_{\alpha\beta} Q^B_{\alpha} \tag{9}
\]

to provide an array of each damped field component \( t \) for which there is a dipolar polarizability tensor for each atom \( a \). The field is calculated by direct summation as the use of Ewald summation for fields would be unnecessarily cumbersome. It has been established that the induced dipole moments differ insignificantly whether the field is calculated using Ewald summation techniques or by direct summation to 15 Å in the absence of damping. The induced moments is the product of the electric field components with their corresponding polarizabilities

\[
\Delta Q_i^a = \varepsilon_i^a V_i^a \tag{10}
\]

The induced dipole moment components are multiplied by the original electrostatic field components, and summed to give the first order induction energy

\[
E_{ind} = \frac{1}{2} \sum_{a \in A} \sum_{i} \Delta Q_i^a V_i^a \tag{11}
\]

Thus in this field the original multipole moment \( Q_i^a \) changes by \( \Delta Q_i^a \), as determined by the competition between the positive energy required to distort the molecule’s charge distribution from its equilibrium in zero field and the lowering of the energy of interaction with the field.\(^{25}\) The induced dipole moments are then added to the original static dipole moments and used to calculate the new field.

\[
\Delta Q_i^a = \varepsilon_i^a \sum_{B \neq A} f_{a+b} (\beta R_{\alpha\beta}) T_{\alpha\beta} (\Delta Q_i^B + \Delta Q_i^a) \tag{12}
\]

Eqn (12) needs to be solved iteratively, reflecting that the polarizing field depends on the polarized moments of the other molecules. The process is iterated to consistency between the total moments on the molecules within the crystal, defined by the change in the induction energy between two cycles being less than a set tolerance \( \delta_{induct} \). Induction calculations are currently being used to investigate the polarization within fixed crystal structures and to estimate the induction energy: the demands on convergence for the numerical derivatives of the induction energy means that refining crystal structures including the induction energy would only be performed as a final refinement of the crystal structure and lattice energy.\(^{\ast\ast}\) Hence, the contribution to the forces, torques and second derivatives from the induction energy is omitted from the description of the lattice energy minimization and second derivative analysis described in the next section.

2.4 Lattice energy minimization and Hessian calculation for properties

The non-central forces, torques and second derivatives arising from the anisotropic atom–atom intermolecular potential are transferred to the centre of mass of each molecule and used to determine the strains on the rigid molecules within the crystal lattice.\(^{9}\) In general, the initial crystal structure used as a starting point for lattice energy minimization is not a crystal in internal equilibrium, and is modelled as a crystal subject to a homogenous deformation described in terms of bulk and internal strains. The bulk strain for the deformation of the cell is a symmetric second rank tensor, \( \varepsilon \). The internal strains, which do not change the volume of the crystal, are expressed in terms of the centre of mass vector for each molecule and a vector description of the rotation of the molecule about the centre of mass, with the direction defined by a right hand screw.\(^{9}\) Hence, changes in the crystal structure can be expressed as a vector \( \delta \) whose components are the three translation and three rotation vector components per molecule in the unit cell and six strain matrix elements. The intermolecular lattice energy as a function of a small change in structure \( (\mathbf{r}) \) can be written concisely as a power series

\[
U_{inter}(\mathbf{r'}) = U_{inter}(\mathbf{r}) + \delta^T \cdot \mathbf{g} + \frac{1}{2} \delta^T \cdot \mathbf{W} \cdot \delta \tag{13}
\]

where \( \mathbf{g} \) is a vector of first derivatives, and \( \mathbf{W} \) a matrix of second derivatives.\(^{56}\)

There are various relationships between the second derivatives which mean that the majority can be evaluated analytically,\(^{9}\) though only the analytic form for all first derivatives and those second derivatives involving two translation, two rotation or two strain variables, have been programmed into DMACRYST.

For rapid minimizations, all of the gradients and the block diagonal second derivatives are calculated analytically\(^{9}\) and the elements of \( \mathbf{W} \) for which there are no analytical formulae (the cross terms between the translation, rotation and strain variables) are initially set equal to zero. From the calculated \( \mathbf{W} \) and \( \mathbf{g} \), the displacement from equilibrium can be estimated by

\[^{\ast\ast}\] The iterative induction energy evaluation requires all the derivatives of the induction energy with structural changes to be evaluated numerically. This requires the tolerance \( \delta_{induct} \) to be around \( 10^{-6} \) kJ mol\(^{-1}\). The option of spline smoothing is being implemented to provide smooth numerical derivatives in minimizations, which would then allow minimizations which include the induction energy.
\( \delta = -W^{-1} \mathbf{g}, \) allowing minimization of the lattice energy by a modified Newton-Raphson scheme which updates the matrix \( W^{-1}, \) estimating the missing second derivatives. Hence the expensive calculation of \( W \) is carried out only once in the course of a typical energy minimization; recomputation of \( W \) is sometimes required when difficulties are encountered in locating a stationary point. Once the lattice is at equilibrium (\( \mathbf{g} = 0 \)), the exact Hessian matrix, (strictly \( (W + W^T)/2 \)) with the second derivatives calculated numerically from the analytical gradients, can be used to characterize the nature of the stationary point and calculate the second derivative properties.

A significant advance on the original version of DMAREL is the partial adaptation to use group theory to exploit the symmetry relationship between the molecules in the unit cell. Standard projection operator techniques are used \( W^{-1} \) to construct a matrix \( P \) whose columns transform according to the representations of the space group. A column of \( P \) has components for all molecules which are equivalent under the operation of one of the space group operators and defines how the translational and rotational motions are related to each other according to the particular representation of the group. \( P \) also has components which define how the strain tensor transforms. A symmetry adapted Hessian matrix and gradient vector are then used to calculate a symmetry adapted displacement vector (which usually contains strain components describing the change in the lattice vectors). For the relaxation phase of the calculation only the totally symmetric representation of the group needs to be considered, although for calculating the second derivative properties of the relaxed structure all representations are needed. The eigenvalues of the final symmetry adapted Hessian matrix \( P^T W^{-1} P \) are calculated for all representations of the group to look for any negative eigenvalues which would indicate that the structure has converged to a saddle point between lower symmetry structures. This can be done when the Newton-Raphson procedure has been used to provide an updated \( W^{-1} \), as this is a sufficiently good approximation that we have very rarely found cases where a negative eigenvalue becomes positive when the matrix is calculated exactly. By removing the symmetry element corresponding to the negative eigenvalue, and reminizing within the sub-group of the original space-group, a lower energy structure which is a genuine lattice energy minimum will be found. This can be done by specifying which irreducible representation is associated with the negative eigenvalue in a further run of NEIGHCRYS, which then generates the new input files for minimization within the required subgroup, \( i.e. \) sets up the files including the independent labels for the second molecule in the asymmetric unit cell, for the FIT and W99 potentials and isotropic custom potentials. The input file also includes a directive to shift the structure off the saddle point by performing a line search in the direction of the eigenvector associated with the negative eigenvalue. Lattice energy minimization is then restarted from the energy minimum along this line search.

When the eigenvalues of the Hessian characterize the stress-free structure as a true minimum on the rigid molecule crystal potential energy surface, the forces, rigid molecule torques and strain derivatives of the unit cell are evaluated analytically, and the elastic constants of the crystal derived from the numerical second derivatives. The second derivative matrix can also be used to calculate the \( \Gamma \)-point (\( \mathbf{k} = 0 \)) rigid molecule phonon frequencies \( ^{59} \) for the crystal, for comparison with the Raman, far-infra-red, terahertz \( ^{60,61} \) or inelastic neutron scattering spectra. This requires the rotational components of the dynamical matrix to be referred to the principal inertial axes. Hence, the molecule-fixed axes and corresponding analytical gradients are transformed into the principal inertial axis system before numerical differencing to give the second derivatives appearing in the dynamical matrix (splitting of the transverse and longitudinal zone-centre modes is ignored). The eigenvectors corresponding to the harmonic frequencies are also calculated and can be used to visualize the molecular motions associated with each vibrational mode. \( ^{62} \) Computation of lattice modes at general \( \mathbf{k} \)-points does not seem worthwhile given the intrinsic approximations of perfect crystal rigid-molecule harmonic modes in comparison with the anharmonic modes resulting from a Molecular Dynamics simulation, \( ^{63} \) let alone the mixing of inter- and intramolecular dynamics in a real organic crystal. The use of Ewald summation for charge–dipole and dipole–dipole interactions means that calculating the dynamical matrix for \( \mathbf{k} \neq 0 \) would not be a trivial extension.

### 2.5 Pressure

DMACRYS also allows the study of the effect of pressure on organic crystal structures, by adding the isotropic pressure term \( PV \) and optimizing the lattice enthalpy \( H_{\text{lat}} = U_{\text{lat}} + PV. \) The first derivatives of the volume with respect to the symmetric strain tensor are calculated analytically. Pressures of a few GPa, as now being used in experimental searches for new polymorphs, \(^3\) can have a significant effect on the crystal energy landscape, reordering the stability of the structures and adding some new structures which are only distinct lattice energy minima at finite pressure.

### 2.6 Extension of DMACRYS to flexible molecules

Most organic molecules exhibit some degree of conformational flexibility, so a procedure has been developed \(^{28,29} \) for coupling DMACRYS with GAUSSIAN and GDMA analysis for refining rigid body lattice energy minima to allow small conformational distortions. This enables the minimization of \( E_{\text{lat}} = U_{\text{lat}} + \Delta E_{\text{int}} \), which allows conformational changes in specified intra-molecular degrees of freedom, such as torsion angles, to improve hydrogen bonding geometries. This approach is effective since the conformation observed in most crystal structures is fairly close to a gas phase conformational minimum \(^{64} \) with \( \Delta E_{\text{int}} \) far greater than about 5 kJ mol\(^{-1} \). (A notable exception is when the gas phase conformation has an internal hydrogen bond, which is replaced by an intermolecular hydrogen bond in the gas phase\(^{65} \).) The computational cost of the \( ab \) initio intramolecular energies and forces is orders of magnitude larger than the DMACRYS lattice energy optimizations for each conformation. The CrystalOptimizer \(^{22,29} \) suite of programs allows these calculations to performed efficiently, for example, by building up databases of multipoles and intramolecular energies, gradients and Hessians as a
function of conformation that can be carried over through a series of crystal structures of the same molecule.

3. Results: example calculations

3.1 Relative stability of carbamazepine polymorphs

As an illustration of the utility of DMACRYS for polymorphic pharmaceuticals, we contrast various models for the lattice energy of four polymorphs of the anti-epileptic carbamazepine (C₁₅H₁₂N₂O) (Fig. 2). Form I has four independent molecules in the asymmetric unit cell of $P\bar{1}$ symmetry, and is crystallized from the melt. The only single crystal determination is at 158 K (refcode CBMZPN11 on the Cambridge Structural Database). Form II is a high symmetry form, with 18 molecules in the $R\bar{3}$ unit cell, which was recently shown to sometimes contain solvent in the channels. In order to use a reasonable quality crystal structure in which the hydrogen atoms have been located, we have taken the carbamazepine (0.1) tetrahydrofuran solvate, MIMQIJ, with the solvent removed, as the starting point for Form II calculations. Form III is the most thermodynamically stable form and adopts the more typical symmetry $P\bar{2}_1/n$, $Z'$ = 1 and we used the 295 K single crystal structure, CBMZPN10. Finally, polymorph IV is also $Z'$ = 1 but in a centred monoclinic $C2/c$ spacegroup (CBMZPN12) and has been crystallized in the presence of a polymer template or from the melt, but has not been obtained by solvent crystallization.

This system was chosen as having a large number of well-studied polymorphs, with a range of unit cell sizes and symmetries.

In Table 1, the cell parameters and energies for the lattice energy minima for the four polymorphs of carbamazepine are compared, for variations in the intermolecular potential and the treatment of molecular flexibility. The relative stabilities are compared in Fig. 3. The basic model used the experimental molecular conformation with the bonds to hydrogen atoms elongated to neutron values, the FIT intermolecular potential and distributed multipoles derived from the MP2/6-31G(d,p) charge density. Changing the repulsion-dispersion potential to the W99 parameters gives a marginally better fit to the experimental structures, as judged by the minimum root mean square overlay of all the non-hydrogen atoms in a 15 molecule coordination cluster, $\text{RMSD}_{15}$. However, the differences are marginal if you consider the percentage errors in the cell dimensions compared with the likely thermal expansion. Similarly, replacing the molecule with the $ab\text{ initio}$ optimized structure makes quite a difference to the lattice energy minima, as the change to a more pyramidal NH₂ group results in some molecular reorientation to improve the hydrogen bond geometries. The optimization of the conformation within the crystals, using CrystalOptimizer, returns the amides to a planar conformation, as shown by the overlay of the modelled and experimental crystal structures in Fig. 2. This sensitivity to the modelling of NH₂ flexibility is a major problem in organic crystal modelling, and has been explicitly investigated for carbamazepine.

Relative lattice energies are much more sensitive than the crystal structure to the computational model used, as shown in Fig. 3. The experimental order of stability from differential scanning calorimetry measurements,
Table 1  Lattice energy minima for the polymorphs of carbamazepine for variations in the intermolecular potential and treatment of molecular flexibility  

<table>
<thead>
<tr>
<th>Structure</th>
<th>Cell parameters</th>
<th>Density/g cm⁻³</th>
<th>RMSD₁₁/Å</th>
<th>$\Delta E_{\text{latt}}$/kJ mol⁻¹</th>
<th>$\Delta E_{\text{int}}$/kJ mol⁻¹</th>
<th>$E_{\text{int}}$/kJ mol⁻¹</th>
<th>Thermal energy$^{g}$/kJ mol⁻¹</th>
<th>ZPE$^{d}$/kJ mol⁻¹</th>
<th>Free energy$^{g}$/kJ mol⁻¹</th>
</tr>
</thead>
<tbody>
<tr>
<td>Form I</td>
<td>Form I</td>
<td>5.171</td>
<td>20.574</td>
<td>22.245</td>
<td>84.12</td>
<td>88.01</td>
<td>85.19</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CBMZPN11,⁶⁶</td>
<td>$P2_1/n$, $Z' = 4$, $Z = 8$, $T = 158$ K, $R = 5.06%$</td>
<td>5.223</td>
<td>20.633</td>
<td>22.390</td>
<td>84.51</td>
<td>87.45</td>
<td>85.26</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>FIT Exp$^c$</td>
<td>5.237</td>
<td>20.666</td>
<td>22.326</td>
<td>84.45</td>
<td>87.63</td>
<td>85.25</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>WILL Exp$^c$</td>
<td>5.300</td>
<td>21.248</td>
<td>23.066</td>
<td>85.03</td>
<td>86.56</td>
<td>89.40</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>FIT relax$^c$</td>
<td>5.622</td>
<td>20.517</td>
<td>22.365</td>
<td>85.15</td>
<td>86.36</td>
<td>89.53</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Form II</td>
<td>Form II</td>
<td>35.243</td>
<td>—</td>
<td>5.185</td>
<td>90</td>
<td>90</td>
<td>120</td>
<td>1.27</td>
<td></td>
</tr>
<tr>
<td>MIMQJ⁷⁷</td>
<td>$R3$, $Z' = 1$, $Z = 18$, $T = 100$ K, $R = 5.12%$</td>
<td>35.571</td>
<td>5.241</td>
<td>1.32</td>
<td>6.3</td>
<td>0.1</td>
<td>127.97</td>
<td>20.51</td>
<td>2.39</td>
</tr>
<tr>
<td></td>
<td>FIT Exp$^c$</td>
<td>35.533</td>
<td>5.259</td>
<td>1.32</td>
<td>6.2</td>
<td>0.2</td>
<td>119.24</td>
<td>21.25</td>
<td>2.24</td>
</tr>
<tr>
<td></td>
<td>WILL Exp$^c$</td>
<td>36.524</td>
<td>4.996</td>
<td>1.32</td>
<td>62.6</td>
<td>0.4</td>
<td>124.07</td>
<td>21.11</td>
<td>2.34</td>
</tr>
<tr>
<td></td>
<td>FIT relax$^c$</td>
<td>35.264</td>
<td>5.272</td>
<td>1.32</td>
<td>n/a</td>
<td>0.1</td>
<td>125.34</td>
<td>3.37</td>
<td>2.35</td>
</tr>
<tr>
<td>Form III</td>
<td>Form III</td>
<td>7.537</td>
<td>11.156</td>
<td>13.912</td>
<td>90</td>
<td>92.86</td>
<td>90</td>
<td>1.34</td>
<td></td>
</tr>
<tr>
<td>CBMZPN10,⁶⁹</td>
<td>$P2_1/n$, $Z' = 1$, $Z = 4$, room temperature, $R = 3.9%$</td>
<td>7.695</td>
<td>11.034</td>
<td>13.623</td>
<td>90</td>
<td>92.01</td>
<td>90</td>
<td>1.36</td>
<td></td>
</tr>
<tr>
<td></td>
<td>FIT Exp$^c$</td>
<td>7.719</td>
<td>11.065</td>
<td>13.627</td>
<td>90</td>
<td>92.29</td>
<td>90</td>
<td>1.35</td>
<td></td>
</tr>
<tr>
<td></td>
<td>WILL Exp$^c$</td>
<td>7.867</td>
<td>11.044</td>
<td>13.649</td>
<td>90</td>
<td>92.30</td>
<td>90</td>
<td>1.32</td>
<td></td>
</tr>
<tr>
<td></td>
<td>FIT relax$^c$</td>
<td>7.885</td>
<td>11.018</td>
<td>13.427</td>
<td>90</td>
<td>92.29</td>
<td>90</td>
<td>1.35</td>
<td></td>
</tr>
<tr>
<td>Form IV</td>
<td>Form IV</td>
<td>26.609</td>
<td>6.9269</td>
<td>13.957</td>
<td>90</td>
<td>109.70</td>
<td>90</td>
<td>1.30</td>
<td></td>
</tr>
<tr>
<td>CBMZPN12,⁷⁰</td>
<td>$C2/c$, $Z' = 1$, $Z = 8$, $T = 158$ K, $R = 3.57%$</td>
<td>26.676</td>
<td>6.889</td>
<td>14.305</td>
<td>90</td>
<td>110.37</td>
<td>90</td>
<td>1.27</td>
<td></td>
</tr>
<tr>
<td></td>
<td>FIT Exp$^c$</td>
<td>26.722</td>
<td>6.891</td>
<td>14.187</td>
<td>90</td>
<td>110.00</td>
<td>90</td>
<td>1.28</td>
<td></td>
</tr>
<tr>
<td></td>
<td>WILL Exp$^c$</td>
<td>26.435</td>
<td>7.157</td>
<td>14.547</td>
<td>90</td>
<td>110.79</td>
<td>90</td>
<td>1.22</td>
<td></td>
</tr>
<tr>
<td></td>
<td>FIT relax$^c$</td>
<td>26.826</td>
<td>6.916</td>
<td>14.413</td>
<td>90</td>
<td>111.39</td>
<td>90</td>
<td>1.26</td>
<td></td>
</tr>
</tbody>
</table>

$^a$ $F = (\Delta \theta/2)^2 + (10 \Delta x)^2 + (100 \Delta a)^2 + (100 \Delta b)^2 + (100 \Delta c)^2 + 10 \Delta x + 10 \Delta y + 10 \Delta z + 10 \Delta a + 10 \Delta b + 10 \Delta c$ ("Figure of Shame" defined for rigid molecule minimizations).  

$^b$ The vibrational contribution to the Helmholtz free energy is calculated using the Einstein approximation of no $k$-dependence of optical mode frequencies and the Debye approximation for the acoustic modes, and is given by $F_{\text{vib}} = \frac{1}{2} k T \sum_{\text{acoustic}} \frac{1}{\omega_k^2} + \frac{1}{2} k T \sum_{\text{optical}} \frac{1}{\omega_o^2}$, where $\omega_k$ are the $k = 0$ optical modes, $\omega_o$ are the $k = 0$ optical modes, and $\Delta E_{\text{int}}$ is the average estimated acoustic phonon energy.  

$^c$ Helmholtz free energy at 298 K is the sum of $E_{\text{int}}$, the thermal energy and the ZPE.  

$^d$ FIT Exp denotes the use of the molecular conformation held rigid at the experimental geometry, with the bonds to hydrogen corrected to standard neutron lengths, and the FIT intermolecular potential.  

$^e$ WILL Exp denotes the use of the molecular conformation held rigid at the experimental geometry, with the bonds to hydrogen corrected to standard neutron lengths, and the W99 intermolecular potential.  

$^f$ FIT Opt denotes the use of the isolated molecule configuration optimized at the MP2 level of theory with the 6-31G(d,p) basis set, and the FIT intermolecular potential.  

$^g$ FIT relax denotes the CrystalOptimizer refinement of FIT Opt with the conformational variability modelled at the HF level of theory with the 6-31G(dp) basis set. The conformational variables were the rotation and tilt of the amide group and the rotation of the NH₂ group with both hydrogen positions optimized independently as shown in Fig. 2.
form III > form I > form IV > form II, is maintained by the lattice energies of all computational models, other than the W99 potential. However, the relative stability at 0 K still varies significantly. The enthalpies of melting of the four forms all lie within 3 kJ mol\(^{-1}\), and so the relative lattice energies over-estimate the energy range by a factor of about two, if we make the crude assumption that the relative enthalpy does not change with temperature and ignore the heat capacity difference between solid and liquid. The error in \(\Delta E_{\text{intra}}\) is likely to be a major contributor, given the sensitivity of biomolecular conformational energies, including even the barrier to planarity of NH2 functional groups, to wavefunction quality. There will also be errors in \(U_{\text{inter}}\) as this can change with the wavefunction and type of representation used to calculate the electrostatic and induction energies.

The intermolecular vibrational modes calculated for carbamazepine have proved useful in assigning the terahertz spectra. The net zero point energy from these modes varies little between polymorphs (Table 1). However, if we estimate the free energy at 298 K using these modes and estimating the acoustic modes from the elastic constants, the total thermal energy is also sensitive to the potential and the molecular conformation. As is generally the case, the relative ambient free energy differences are smaller than the nominally 0 K lattice energy differences.

### 3.2 Induction

The dipole moments induced by the fields within the crystal structure of trifluoromethyl benzaldehyde oxime (Fig. 1a) are generally small (See ESI Table 1††), with the largest being on the nitrogen atom which is involved in hydrogen bonding. The undamped induction energy is estimated to be 7 kJ mol\(^{-1}\) with 1 kJ mol\(^{-1}\) coming from iterating the induced dipoles to consistency. If damping is applied, then the induction energy is reduced by about 1 kJ mol\(^{-1}\), mainly due to a reduction in the induced moments on the hydrogen-bonding proton (H1) and on the hydrogen-bond acceptor (N1). The analysis of the polarizabilities and induced dipoles of the different functional groups (ESI††) confirms that intermolecular polarization is not negligible and will be sensitive to the relative orientations of different functional groups within the crystal.

Carbamazepine illustrates the importance of the induction energy for discriminating between polymorphs. A display of electrostatic potential from the induced dipole moments for forms III and IV (Fig. 4) shows that the main intermolecular polarization occurs in the hydrogen bonding region. However, since both forms contain the same \(R^2(8)\) hydrogen bonded dimer, the differences in the induced dipoles have quite a small effect, mainly reflecting the closer CH···O interactions that join the dimers in form IV. The difference in polarization of the hydrocarbon region is subtle because both forms stack the hydrocarbon ring system in the inverted cup motif. Despite

†† This comparison ignores the different cell sizes of the polymorphs, introducing an inconsistency in the partitioning between acoustic and optical modes in the Debye-Einstein model used here. However, the variation in the free energy of form III calculated using different supercells is of the order of tenths of kJ mol\(^{-1}\).
the similarities between the polymorphs, the DMACRYST estimates for the induction energies using the corresponding optimized molecular conformation in the experimental unit cell are \(-16 \text{ kJ mol}^{-1}\) for form III and \(-23 \text{ kJ mol}^{-1}\) for form IV, with 3.5 and 6.5 \text{ kJ mol}^{-1}, respectively, of this coming from iterating the damped induction to consistency.

The induction energy cannot simply be added to the lattice energy calculated with empirically based molecular potentials (Table 1, Fig. 3), because these potentials have already absorbed the induction energy in the fitting. Indeed, the similarity between the additional electrostatic field arising from the polarization within the crystal structures of the two polymorphs (Fig. 4) is consistent with the success with which induction has been absorbed into empirically fitted potentials. This double counting also means that minimizing a structure is not yet meaningful. However, using DMACRYST to study the polarization of organic molecules within their crystal structures will help develop a better quantitative understanding of how this affects crystal properties.

3.3 Symmetry reduction

Symmetry reduction, as described in 2.4, is important in crystal structure prediction, as a strain-free structure that is constrained by space group symmetry may be a transition state between lower symmetry structures. The symmetry reduction process produces new low symmetry structures and, for most molecules, introduces new structures in the low energy region of the energy landscape.\(^{84}\) For example, a search for low energy structures of planar adenine found a \(Cmca\) \(Z' = 1\), \(Z = 8\) strain free structure with a negative eigenvalue \(U_{\text{inter}} = -119.7 \text{ kJ mol}^{-1}\) which corresponded to stacked hydrogen bonded sheets of molecules. On removal of the inversion symmetry element in between the sheets, the structure relaxed to a \(Pnma\) \(Z' = 2\) \((Z = 8)\) structure with \(U_{\text{inter}} = -131.5 \text{ kJ mol}^{-1}\). This, too, had a negative eigenvalue, and the \(Z' = 4\) structure generated by NEIGHCRYST on removal of the screw axis \((-x, y + 1/2, -z + 1/2)\) led to a slight buckling of the sheets giving a structure of lattice energy \(-134.1 \text{ kJ mol}^{-1}\). Using Platon,\(^{85}\) this was determined to be equivalent to a \(Z' = 2\) structure of \(P2_1/c\) symmetry. Thus, symmetry reduction can generate genuine \(Z' = 2\) structures from a \(Z' = 1\) search, although it is unlikely to find very different structures, such as the most stable form II of fluoroisatin,\(^{86}\) where the two independent molecules have different hydrogen-bonded neighbours. It can also show the limitations of concentrating on lattice energy. A notorious example of this is azetidine, \(C_3\text{NH}_2\), a molecule whose \(Z' = 2\) \(P2_1/c\) crystal structure was the target in the third blind test of crystal structure prediction.\(^{87}\) Four groups reported that the experimental structure was a saddle point on the potential energy surface, with symmetry reduction to a \(Z' = 4\) \(P1\) structure lowering the energy by between 0.08 and 0.4 \text{ kJ mol}^{-1}. In this case the zero-point motion would average over the related lattice energy minima to give the higher symmetry observed space group.

Symmetry reduction is much more computationally efficient than doing a primitive Molecular Dynamics “shake up” at each low energy minimum, which can also have the effect of significantly reducing the number of low energy structures that are apparently minima.\(^{88}\) The number of lattice energy minima that are artefacts of the neglect of thermal motion is very dependent on the specific system: a Molecular Dynamics study\(^{89}\) of 5-fluorouracil showed that \(\sim 75\%\) of the most stable lattice energy minima were free energy minima at ambient temperature.

4. Discussion and conclusions

The program suite DMACRYST has been developed to enable the modelling of a wider range of organic crystals, allowing both larger molecules and more molecules in the asymmetric unit cell, and the use of more theoretically based models for the intermolecular forces. The program uses a distributed multipole representation of the molecular charge density at a particular conformation to parameterize the anisotropic atom-atom model for the electrostatic contribution to the lattice energy. The other terms in the intermolecular potential can be modelled by one of the isotropic atom-atom potentials that have been empirically fitted to organic crystal structures, or a range of more sophisticated anisotropic atom-atom potentials. The corresponding lattice energy can be evaluated sufficiently rapidly to be able to refine the structures and energies of hundreds of thousands of trial crystal structures generated by an effective search program such as Crystal Predictor on a massively parallel cluster, or the few thousand structures generated by MOLPAK\(^{90}\) on a single processor, on a reasonable timescale. The symmetry reduction process ensures that this results in genuine lattice energy minima. The resulting energies are usually sufficiently accurate that the number of crystal structures that need their relative energies refined by more computationally expensive models for the crystal energy, appropriate to the molecule, is reasonable.

The example calculations on carbamazepine emphasize how demanding the calculation of the relative energies of different organic crystal structures can be. There is significant sensitivity to the model for the intermolecular forces, including the induction contribution, the molecular conformation, and the inclusion of an estimate of the thermal effects. Nonetheless, the results in Fig. 3 are considerably better than can be provided by isotropic force-field modelling.\(^{21}\) A recent comparison for eleven polymorphic energy differences, five of which were for the carbamazepine system,\(^{24}\) found that even the best force-field model agreed with experimental results within 1 kcal mol\(^{-1}\) (4.2 \text{ kJ mol}^{-1}) for only nine of the energy differences. The success of the distributed multipole plus empirical force-field approach is also clear in that it usually locates the known structures of rigid neutral organic molecules within the energy range of plausible polymorphism of a few kcal mol\(^{-1}\). However, once the crystal structure prediction search has generated the types of crystal structure that are thermodynamically plausible, it is often desirable to improve the estimates of the polymorphic energy differences.

A major disadvantage of the use of empirically fitted force-fields is that they have absorbed thermal effects as well as the errors in the model intermolecular potential. The ability to deconvolute these effects would help the development of methods for reliably estimating thermodynamic polymorphic
energy differences and investigating polymorphic phase changes by Molecular Dynamics simulations. (The program DL_MULTLI can be used to perform Molecular Dynamics simulations using distributed multipole models). The new ability of DMACRYS to investigate the polarization of the molecule within the crystal is a prerequisite for the use of accurate molecule-specific anisotropic atom-atom potentials for all contributions to the intermolecular lattice energy, as can be parameterized using CamCASP. This has already been shown to provide an impressive improvement in the ability to predict crystal structures for molecules where the induction energy contribution to the relative lattice field is negligible. Explicitly modelling the induction is likely to improve the prediction of molecular diastereomeric energies.

The intermolecular induction and molecular flexibility can be effectively modelled by periodic electronic structure methods, once these overcome the problems associated with modelling dispersion and low barrier conformational changes. However, electronic level modelling will remain prohibitively expensive for the lattice energies of large pharmaceutical crystal structures and many other types of systems which require Molecular Dynamics based methods. A recent review of the progress in validating the AMOEBA biomolecular simulation force-field, which incorporates polarization and uses distributed multipole electrostatics, notes how the increasing use of computer simulations to complement experimental work demands this generational transition in force-field assumptions. DMACRYS has many capabilities necessary for enabling this type of development for understanding and predicting polymorphism.
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