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Gaussian wavepacket (GWP) methods are an attractive way to solve the time-dependent
Schrödinger equation (TDSE). They have an underlying trajectory picture that has a nat-
ural connection to semi-classical mechanics, allowing a simple pictorial interpretation of an
evolving wavepacket. They also have better scaling with system size compared to conven-
tional grid-based techniques. Here we review the variational multi-configurational Gaussian
(vMCG) method. This is a variational solution to the TDSE, with explicit coupling between
the Gaussian basis functions, resulting in a favourable convergence on the exact solution.
The implementation of the method and its performance will be discussed with examples from
non-adiabatic photo-excited dynamics and tunneling to show that it can correctly describe
both of these strongly quantum mechanical processes. Particular emphasis is given to the
implementation of the direct dynamics variant, DD-vMCG, where the potential surfaces are
calculated on-the-fly via an interface to quantum chemistry programs.
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1. Introduction

Solving the time-dependent Schrödinger equation (TDSE) for molecular nuclei us-
ing time-dependent Gaussian functions as a basis set, can be traced back to the
work of Heller [1, 2]. Known as Gaussian Wavepackets (GWPs), these basis func-
tions provide a link between the delocalised description of quantum mechanics and
the localised, trajectory-based, description of classical mechanics. As a result they
promise a potential way of breaking the exponential scaling of quantum dynam-
ics simulations with system size. They also provide a way to run quantum direct
dynamics, calculating the potential energy surface on-the-fly, bypassing a big bot-
tleneck to practical simulations while still including all quantum effects.

The time-dependent Schrödinger equation

i~
∂Ψ(x, t)

∂t
= ĤΨ(x, t) (1)

describes the time-evolution of the system wavefunction, Ψ, a function of the nu-
clear coordinates, x, driven forward in time by the Hamiltonian operator, Ĥ. Over
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the last few decades algorithms have been developed to solve the TDSE accurately
[3–6]. These methods can be termed grid-based as the wavefunction and Hamilto-
nian are effectively represented on a grid of points, usually in coordinate space.
Using these methods it is possible, at least in principle, to study reactivity in
complete detail.

Initial applications of grid-based methods were to calculate state-to-state cross-
sections for reactive collisions to help interpret molecular beam experiments [7–9].
Following the development of time-resolved experiments, exemplified by femto-
chemistry pump-probe laser spectroscopy [10], more recent applications focus on
time-resolved phenomena, such as intra-molecular vibrational relaxation pathways,
surface crossing timescales in photo-activated processes, and the laser control of
reactivity. Grid-based scattering calculations are also being used to great effect in
studying ultracold chemistry, where the quantum nature of molecules and atoms
dominates their behaviour. Refs. [11, 12] are typical examples. Refs. [13–15] and
references therein give a good overview of the general field and techniques.

In place of the discrete basis functions of a grid representation, GWP-based
methods use a basis set of, usually time-dependant, Gaussian functions. Initially,
Heller used a single GWP, which in one dimension has the form [1]

g(x, t) = exp
1

~
(−a(x− q)2 + ip(x− q) + iγ) , (2)

to approximate the evolving wavepacket. It was shown that in a solution of the
TDSE the GWP centre coordinate and momentum, (q, p), follow the classical tra-
jectory, the width, α, spreads with time, and the phase, γ, carries the quantum
information along the trajectory. Extending this to a multi-dimensional case, when
the width becomes a matrix with off-diagonal elements carrying the correlation be-
tween modes, is straightforward [16]. It is a standard result of quantum mechanics
to show that in a harmonic potential the time-evolving GWP is the exact solution,
and it is assumed to be a reasonable solution in other cases when the potential is
changing slowly compared to the width. This approximation has been used in a
number of studies, but gives good results only for simple systems and very short
timescales.

The single “thawed” GWP ansatz, with time-dependent width, α, is simply not
flexible enough to follow a real molecular system. To improve this, Heller introduced
the idea of describing the wavepacket by a superposition of frozen GWPs with
constant widths [2]

Ψ(x, t) =
∑
j

gj(x, t) (3)

each following a different classical trajectory. Much work has been done, especially
by Heller and co-workers, to make the frozen Gaussian superposition a useful,
general method by connection to semi-classical approaches [17–19]. Metiu and co-
workers put the method on a more solid theoretical basis by deriving equations of
motion for the Gaussian parameters using a variational “minimum error method”
[20–22].

Despite the promise of a simple scheme, however, GWP propagation was found
to be numerically very unstable. A resurgence of interest, continuing to the present
day, was driven by the development of the spawning algorithm of Mart́ınez, Ben-
Nun and Levine [23, 24]. This uses an expansion of frozen GWPs with redundant
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coefficients

Ψ(x, t) =
∑
j

Aj(t)gj(x, t) . (4)

The GWPs still follow classical trajectories, but the coefficients evolve so as to
variationally solve the TDSE in the GWP basis.

iȦj =
∑
l

(〈gj |H|gl〉 − i〈gj |ġl〉)Al (5)

The redundant coefficients are very important for the stability of the method as
the GWPs can be kept as normalised functions.

The name “spawning” comes from the use of a clever algorithm to expand the
basis set in regions of non-adiabatic coupling where the wavefunction bifurcates,
allowing an efficient description of curve-crossing processes. This spawning method
has pioneered direct quantum dynamics by use of quantum chemistry methods
to calculate potential energy surfaces on-the-fly [25, 26]. In this form, known as
ab initio multiple spawning (AIMS), the spawning method has become a powerful
tool for studying photo-excited reactions. Examples are the simulations of the time-
resolved photo-electron spectroscopy of uracil [27], of the photo-excited dynamics
of ethylene including Rydberg states [28], and of the photoactived dynamics of the
chromophore of the PYP enzyme [29].

The coupled-coherent states (CCS) method of Shalashilin and co-workers [30]
also uses sets of GWPs to solve the TDSE. It differs from the spawning approach
in that the GWPs follow trajectories given by the Gaussian averaged potential
rather than the classical force at the centre coordinate. It has been extended to
multi-state problems as the multi-configurational Ehrenfest (MCE) method [31]
which in turn has been set up as a direct dynamics method [32] and used to study
photochemistry, such as the photodissociation of pyrrole [33]. MCE and spawning
have also been combined, taking the best features of each, to produce the multiple
cloning method [34].

In recent years a number of other elegant methods have been introduced to
provide stable solutions of the GWP equations of motion. For example, Batista
and co-workers introduced the matching-pursuit method [35] which re-expands the
GWP basis periodically in a new basis set and has been applied to both tunneling
[36] and non-adiabatic effects [37]. Habershon introduced an algorithm based on
the matching-pursuit methods, removing redundant GWPs to prevent linear de-
pendencies [38]. The Basis Expansion Leaping algorithm of Koch and Frankcombe
[39] also uses re-expansion combined with judicious use of keeping GWPs fixed in
time to cure problems due to overcompleteness.

The subject of this review article is a method that does not use GWPs that
follow classical trajectories. Instead, it starts from a full variational solution to the
TDSE with a time-dependent basis set, the multi-configurational time-dependent
Hartree method (MCTDH). Originally devised as an efficient grid-based solution
[40] the method is based on the wavefunction ansatz

Ψ(x, t) =
∑
j1,...jd

Aj1,...jd(t)ϕ
(1)
j1

(Q1, t) . . . ϕ
(d)
jd

(Qd, t) (6)

where ϕ(κ)(Qκ) are multi-dimensional basis functions, known as single-particle
functions (SPFs). The MCTDH method provides equations of motion for the ex-
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pansion coefficients and SPFs [6]. The MCTDH method has proved able to provide
accurate quantum dynamics simulations for a wide range of systems. These include
non-adiabatic state-population transfer treated with the vibronic coupling model
[41] with up to 24 degrees of freedom, as well as more realistic potentials such as
the 15D model used to study the strongly anharmonic vibrations in the Zundel
cation [42].

The full power of the MCTDH method for solving the TDSE is seen in the
multi-layer variant, ML-MCTDH [43]. Here, the multi-dimensional SPFs are in
turn expanded in an MCTDH form, leading to layers of coefficients. The resulting
method is able to treat hundreds of degrees of freedom and has been used by
Wang, Thoss and co-workers to study large systems such as semi-conductors [44]
or condensed phase proton transfer [45]. A full overview of the MCTDH method
is given in a recent book [14].

To remove the restrictions of the grid, Burghardt et al introduced the G-MCTDH
method in 1999 [46]. In this, some of the single-particle functions are replaced by
Gaussian functions (although any suitable parameterised functions could be used)
to give the ansatz,

Ψ(x, t) =
∑
j1,...jf

Aj1,...jfϕ
(1)
j1

(x1, t) . . . ϕ
(d)
jd

(xd, t)g
(d+1)
jd+1

(xd+1, t) . . . g
(f)
jf

(xf , t) , (7)

resulting in coupled equations of motion for the expansions coefficients, SPFs and
Gaussian parameters. The G-MCTDH method was aimed at treating system-bath
problems, where the system is highly quantum mechanical and the bath is a set
of oscillators, hence well described by GWPs. Its utility has been demonstrated
for high-dimensional system-bath problems [47] and vibronic coupling models [48].
The method is related to the local coherent state approximation (LCSA) approach
of Martinazzo et al [49].

If no grid-based SPFs are included in the G-MCTDH method one naturally
arrives at a GWP method. In the following sections we shall discuss the properties
of this method, known as the variational multi-configurational Gaussian (vMCG)
method. As a result of the full variational development, the vMCG GWPs do
not follow classical trajectories but, as will be shown, the method does contain
trajectory-based GWPs as a limit.

The implementation of the vMCG method will be discussed, showing how nu-
merical problems are dealt with, and demonstrating the fast convergence on both
non-adiabatic and tunneling problems. The implementation of the direct dynam-
ics version (DD-vMCG) will also be presented. A description of the vMCG and
DD-vMCG methods is given in a number of the original papers as their develop-
ment proceeded [46, 48, 50–54]. Here we summarize the general algorithmic details
of the vMCG method and emphasize the principles of its current implementation.
We then describe the recent developments in the way direct dynamics is performed,
building up a database of energies, gradients and Hessians.
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2. Theory and Implementation

2.1. Equations of motion

Consistent with the MCTDH philosophy, the vMCG equations of motion (EOM)
are obtained by applying the Dirac-Frenkel variational principle [55, 56],

〈δΨ|H − i ∂
∂t
|Ψ〉 = 0, (8)

guaranteeing variationally optimal evolution of the approximate nuclear wavefunc-
tion. It is taken to be written as a sum of time-dependent basis functions, multiplied
by the time-dependent coefficients,

Ψ(x, t) =

n∑
j=1

Aj(t)gj(x, t), (9)

where the basis functions have the form of multidimensional Gaussian functions,
with all degrees of freedom combined together. In matrix notation these have the
following form:

gj(x, t) = exp(xT · ςj · x + ξj · x + ηj). (10)

Note that the Dirac-Frenkel principle has been written in units in which ~ = 1 for
simplicity. The complex, generally time-dependent parameters of the function,

Λj = {ςj , ξj , ηj} , (11)

are represented by a square matrix (with the dimension equal to the number of
degrees of freedom), a vector and a scalar respectively. Based on the choice of the
matrix ςj , we define three types of Gaussian functions. Following Heller we call
these: thawed, with ςj containing both diagonal and off-diagonal elements, there-
fore allowing for coupling between different modes; separable, where ςj is diagonal;
and frozen, where the diagonal elements are kept fixed during the wavepacket prop-
agation. The latter Gaussian type is usually used for quantum and semi-classical
dynamics simulations. Although thawed Gaussians have been used successfully
in system-bath problems [47], in anharmonic potentials they lead to an unstable
propagation [57]. Conventionally we also use frozen Gaussians, however, we have
recently found strong evidence for the importance of carefully choosing the width
parameter ςj . Developing stable dynamics using separable or semi-separable Gaus-
sians, e.g. where the width parameter will be evolving according to the local PES
shape [58] may be the solution. Rewriting Eq. (10) for a separable case in a linear
notation gives,

gj(x, t) = exp(
∑
κ

ςjκx
2
κ + ξjκxκ + ηj), (12)

with κ running over the system degrees of freedom. Although, this could also be
written as a product of one-dimensional Gaussian functions, the single function
emphasizes the relationship of the parameters which are coupled in the dynamics.
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The relationships:

~ςjκ = −ajκ (13a)

~ξjκ = 2ajκqjκ + ipjκ (13b)

~ηj =
∑
κ

(−ajκq2
jκ − ipjκqjκ) + iγj (13c)

transform Eq. 12 into the more intuitive Heller form of Eq. (2),

gj(x, t) = exp(
1

~
∑
κ

−ajκ(xκ − qjκ)2 + ipjκ(xκ − qjκ) + iγj). (14)

Therefore, parameters ςj represent the width of the Gaussian functions, ξj repre-
sent linear parameters - momentum and coordinate of the centre of the function
- and ηj is a sum of the remaining scalar parameters, including the phase, γj . It
is this last parameter which, by various treatments, leads to a potentially stable
propagation (discussed below).

Applying the Dirac-Frenkel variational principle (Eq. (8)) to the wavefunction
(Eq. (9)), two EOM are obtained - one for the time-dependent coefficients, Aj(t),
and one for the parameters of the Gaussian functions, Λj . This is fairly straightfor-
ward algebra starting from variations either to a coefficient or one of the Gaussian
parameters

δΨ = δAjgj (15)

δΨ = δλjαAj
∂gj
∂λjα

(16)

where λjα is one of the parameters of the jth Gaussian, gj .
The resulting EOM for the time-dependent coefficient has the following form:

iȦj =
∑
lm

[Sjl]
−1(Hlm − iτlm)Am, (17)

where S is an overlap matrix with the elements,

Sjl = 〈gj |gl〉 , (18)

H is a Hamiltonian matrix with the elements,

Hjl = 〈gj | Ĥ |gl〉 , (19)

and τ is an overlap time-derivative matrix, the diagonal of which is zero as a
necessary constraint to keep the Gaussians normalised during the propagation.
Using the chain rule,

τjl = 〈gj |ġl〉 =
∑
α

〈gj |
∂gl
∂λlα

λ̇lα〉 , (20)

τ can be explicitely written as a function of the time derivative of the Gaussian
parameters, that are from now on considered to be part of a single vector Λj with
indices α (with max(α) = Nκ + 1 for the frozen-width, max(α) = 2Nκ + 1 for
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separable, and max(α) = Nκ(Nκ + 1) + 1 for thawed Gaussians, where Nκ is the
number of degrees of freedom).

The EOM for the Gaussian parameters has a compact matrix form [46]:

iΛ̇ = [C]−1Y .. (21)

The EOM for the Gaussian parameters, however, becomes much more complicated
when the matrix C and vector Y are expanded:

Cjα,lβ = ρjl(S
(αβ)
jl − [S(α0)S−1S(0β)]jl) (22a)

Yjα =
∑
l

ρjl(H
(α0)
jl − [S(α0)S−1H]jl), (22b)

where ρjl is an element of the density matrix:

ρjl = A∗jAl (23)

and additional definitions are:

S
(αβ)
jl = 〈 ∂gj

∂λjα
| ∂gl
∂λlβ

〉 (24a)

S
(α0)
jl = 〈 ∂gj

∂λjα
|gl〉 (24b)

H
(α0)
jl = 〈 ∂gj

∂λjα
|H|gl〉 . (24c)

The definitions in Eqs. (24a) and (24b) are particularly important as they, de-
pending on the parameters α and β, correspond to the Gaussian moments of dif-

ferent order M
(κ)
jl = 〈gj |xκ|gl〉, M

(κµ)
jl = 〈gj |xκxµ|gl〉 etc. We are particularly inter-

ested in the matrix S(0α), as will become clear shortly. The order up to which the
S(0α) can represent the Gaussian moments depends on the type of the Gaussian
basis function in use. For a frozen Gaussian only zero-order and linear moments are
available. For a separable Gaussian all zero-order, linear and diagonal second-order
moments are covered. For a thawed Gaussian all moments up to second-order can
be represented.

2.2. “CX” formalism

The importance of the representability of the Gaussian moments by the matrix
S(0α) becomes clear if one realizes that the separable (zeroth-order) part of the
Hamiltonian can be written as a power series expansion in terms of Gaussian
moments:

Hjl = M
(0)
jl X

(0)
l +

∑
κ

M
(κ)
jl X

(κ)
l +

∑
κµ

M
(κµ)
jl X

(κµ)
l + .... (25)

Using a local harmonic approximation (LHA), the potential energy is expanded
with respect to the time-dependent centre coordinate, qj(t), of a given multi-
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dimensional Gaussian function up to the second order, we can write,

Vj(r) = Vj0 +
∑
κ

V ′j,κ(rκ − qjκ) +
1

2

∑
κµ

V ′′j,κµ(rκ − qjκ)(rµ − qjµ), (26)

where the derivatives of the potential are all taken at the centre of gj(r, t), i.e. at
qj(t). When in addition the kinetic energy operator is taken to have a separable

form T̂ =
∑

j
1

2mj

∂2

∂r2j
, the X coefficients in Eq. (25) are as follows

X
(0)
j =

∑
κ

(
ςjκ
mκ

+
ξ2
jκ

2mκ
) + Vj0 −

∑
κ

V ′j,κqjκ +
1

2

∑
κµ

V ′′j,κµqjκqjµ (27a)

X
(κ)
j = − 2

mκ
ςjκξjκ + V ′j,κ −

∑
µ

V ′′j,κµqjµ (27b)

X
(κµ)
j = − 2

mκ
ςjκςjµ +

1

2
V ′′j,κµ (27c)

It is useful now to separate the Y -vector into the two parts:

Y = Y 0 + Y R , (28)

with the first term, Y 0, depending on the part of a Hamiltonian that can be written
in terms of S(0α), and the second, “residual term” Y R, comprising the remaining
part of the Hamiltonian. This includes higher order terms of the separable part,
as well as correlation terms of the Hamiltonian. With that in mind, comparing
Eqs. (22a) and (22b), Eq. (22b) can be rewritten in the following way:

Yjα =
∑
lβ

Cjα,lβX
(β)
l + YR,jα. (29)

This leads to a simplification of the EOM for the Gaussian parameters [46, 48]:

iΛ̇ = X +C−1Y R. (30)

The CX formalism has advantages. Firstly, it improves the stability of the propaga-
tion as removing part of Hamiltonian from the C−1Y -term decreases the possible
numerical error due to the C-matrix inversion. Secondly, as described in the next
section, it allows a division of the parameter EOMs into “classical” and “non-
classical” parts. A more rigorous discussion of the classical limit of vMCG is given
in Ref. [59].

2.3. Separation of classical and quantum terms

We adopt the following strategy in vMCG: only the terms corresponding to classical
propagation of the Gaussian parameters are put into the X term, while all of the
other, “quantum” contributions, are kept in Y R. Such a separation must be done
differently for each of the Gaussian types (thawed, separable and frozen). It is com-
mon knowledge that the thawed Gaussians in a harmonic potential move classically,
so that in our notation iΛ̇ = X is the complete solution (see also [20, 46, 48]). We
will, however, describe the frozen-width case here which is, surprisingly, more com-
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plicated in terms of the separation of the classical and non-classical contributions
[60].

In the case of frozen-width Gaussian basis functions only the κ linear parameters
are varied with time, and so the zeroth-order Hamiltonian can be written as:

Hjl = S
(0)
jl X

(0)
l +

∑
κ

S
(0κ)
jl X

(κ)
l +

∑
κµ

M
(κµ)
jl X

(κµ)
l + ..., (31)

(please note the difference to Eq. (25)) with X
(0)
j and X

(κ)
j given in Eq. (27a) and

Eq. (27b) respectively. It is straightforward now to separate the Hamiltonian into
the Y 0 and Y R terms. However the zeroth-order part of the the linear parameter
EOM are of the form

iξ̇
(0)
jκ = −i2ςjκq̇jκ − ṗjκ = X

(κ)
j (32)

= − 2

mκ
ςjκξjκ + V ′j,κ −

∑
µ

V ′′j,κµqjµ, (33)

while the classical EOM for q̇jκ and ṗjκ have the following form:

q̇jκ =
pjκ
mκ

(34a)

ṗjκ = −V ′j,κ (34b)

In order to obtain iξ̇
(0)
jκ = −i2ςjκ pjκmκ

+ V ′j,κ, we must therefore put the terms

− 2
mκ
ςjκ(ξjκ − ipjκ) and −

∑
µ V
′′
j,κµqjµ into Y R.

Instead of propagating ξ
(0)
jκ = −2ςjκqjκ + ipjκ, we propagate ξ̄

(0)
jκ = qjκ + ipjκ,

and when necessary (e.g. for calculating τjl) reconstruct ξ
(0)
jκ , using the constant

width parameter, ςjκ. The remaining part of the ξ̇jκ is obtained from Y R:

iξ̇R,jκ =
∑
lµ

C−1
jκlµYR,lµ (35)

So overall we have:

i ˙̄ξjκ = V ′j,κ − i
pjκ
mκ

+ Re(iξ̇R,jκ)− 1

2ςjκ
iIm(iξ̇R,jκ), (36)

Ignoring the last two terms means that each GWP will follow a classical trajectory.
This connects the variational GWPs of vMCG with the classical basis functions of
spawning or CCS. A detailed comparison showing the relationship between vMCG
and CSS is given in [61]. It should also be mentioned that for coherent states in
the harmonic well of the appropriate width these last two terms cancel.

2.4. Phase propagation

The variational derivation of the EOMs do not define the time-evolution of the
scalar parameters, ηj . This is due to the redundancy in the wavefunction ansatz as
a result of the expansion coefficients. As noted in Sec. 2.1 and explained in [46], if
τjj is zero or imaginary, the Gaussian basis functions remain normalised. For the
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frozen-width Gaussians we get the following form:

τjj = 〈gj |ġj〉 =
∑
α

〈gj |
∂gj
∂λjα

λ̇jα〉 =
∑
κ

qjκξ̇jκ + η̇j , (37)

with the time-derivative of the scalar parameter, ηj , (Eq. (13c)) for a frozen-width
Gaussian function being,

η̇j =
∑
κ

(−2ajκqjκq̇jκ − iṗjκqjκ − ipjκq̇jκ) + iγ̇j . (38)

From Eq. (37), if the choice τjj = 0 is made, then η̇j is constrained to have the
following form:

η̇j =
∑
κ

(−2ajκqjκq̇jκ − iṗjκqjκ), (39)

(using Eq. (13b)) which, according to Eq. (38), implies iγ̇j =
∑

κ−ipjκq̇jκ. One
may, however, wish to have iγ̇j = 0, which implies:

η̇j =
∑
κ

(−2ajκqjκq̇jκ − iṗjκqjκ − ipjκq̇jκ), (40)

and τjj =
∑

κ−ipjκq̇jκ, which is still alright, as an imaginary τjj also keeps the
Gaussian function normalised, as noted above.

In the current implementation of vMCG we have chosen the latter formalism,
as it enables one to omit propagation of the scalar parameter ηj since it can be
simply recalculated at every step with Eq. (13c), thus simplifying the integration
of the EOMs.

2.5. Singularities and the C-matrix inversion

The EOM for the Gaussian parameters (Eqs. (21), (22a) and (22b)) involves the
inverse of the overlap, S, and C matrices. Inversion of each of these matrices may
become a serious numerical problem if they become close to singular. In the case of
the S-matrix, this happens if the Gaussian functions overlap strongly. This problem
has been raised already by Metiu and coworkers [62, 63]. The behaviour of the C-
matrix is more complex and harder to visualise. However, if Eq. (22a) is rewritten
in terms of the derivatives of Gaussian functions with respect to their parameters
(derivative functions):

Cjα,lβ = ρjl

〈
∂gj
∂λjα

∣∣∣∣1−∑
rs

|gr〉S−1
rs 〈gs|

∣∣∣∣ ∂gl∂λlβ

〉
, (41)

it becomes evident that the C-matrix represents projection of the derivative func-
tions out of the GWP parameter space, multiplied by the density matrix, ρjl.

Thus the C can become singular for two distinct reasons. The first is when
the density matrix, ρ, is singular. This problem is well known from MCTDH and
can be handled with a “regularisation”. The second reason, however, is when the
basis set is complete. In this limit, the parameter derivatives cannot be projected
outside the space spanned by the Gaussian functions and C becomes zero. This
pathological property means that the vMCG EOMs become very unstable as the
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basis approaches completeness because the motion is irrelevant. Furthermore, for
this reason regularisation is inappropriate when C is singular. When the singularity
is due to the density matrix, regularisation perturbs the evolution of unpopulated
functions, which is not significant. Here though it may be randomly perturbing the
evolution of populated functions, introducing errors.

Standard ways to deal with singular matrices without regularisation are based on
matrix decomposition techniques such as LU or Cholesky which can take advantage
of efficient parallelisation (e.g. using ScaLapack libraries). Unfortunately, these
techniques have failed to cope with the C matrix in tests.

To cure the pathological problem when approaching completeness, an algorithm
termed dynamic coupling has been introduced which simply ignores the coupling for
GWPs when it is not required [58]. At time t the time derivatives of the coefficients
are calculated and used to estimate the coefficients at the end of a large step, t+δt.
This is used to estimate the density matrix at t+ δt which is needed as functions
unpopulated at t may become populated during δt. Using this approximate density
matrix the C matrix is built using the GWPs at t and diagonalised. The number
of eigenvalues, nthr, under a threshold are counted (ε = 10−6 has been found to be
a suitable value). The functions that contribute most to these nthr eigenvectors are
then “decoupled” and follow classical trajectories over the long step. The reduced
C matrix in the space of important GWPs is then inverted (with regularisation,
which may be needed due to small populations) at every integration step.

Typically, a basis set is overcomplete at the start of a propagation as the initial
wavepacket is a Gaussian function surrounded by basis functions. The complete-
ness decreases as the wavepacket evolves, spreads out and develops structure. The
dynamic coupling algorithm allows the space to adapt appropriately.

The standard way of regularisation, although having proved to provide stable
propagation (at least for frozen-width Gaussians), is time-consuming, as diagonali-
sation of the C-matrix is required at every integration step and becomes a compu-
tational bottleneck for systems with many degrees of freedom. We have, however,
recently implemented an approach, known as Tikhonov regularisation [64], which
performs well in providing a regularised inverse. In this approach the regularised
inverse of matrix A is given by:

Ã
−1

= (ATA+ ΓTΓ)−1AT , (42)

where Γ is a unit matrix multiplied by the factor that defines the level of regular-
isation, and inversion of (ATA + ΓTΓ) may be obtained by means of a singular
value decomposition (SVD) or, for example, LU decomposition, which scales bet-
ter than matrix diagonalisation and SVD. With Γ = 0, Eq. (42) reduces to an
unregularised inversion of matrix A assuming (ATA)−1 exists. We found that the
regularisation factor of 10−12 gives the same results as the conventional regulari-
sation, while lower values can lead either to an increase of integration step sizes
(making propagation faster) or to making propagation less stable. Consequently
its value should be chosen individually for each system under consideration.

Alternatively, after projecting out the unwanted parameters using the dynamic
coupling algorithm, the C-matrix rarely becomes near-to-singular and a simple
matrix decomposition (e.g. LU decomposition or Cholesky factorization) can be
used to get the inverse, without using any kind of regularisation. In the case of
salicylaldimine, this proved to be efficient [58].

A second numerical problem is that the overlap S matrix can also become singu-
lar. Again there can be two different causes. The first is that two GWPs get very
close in phase space and their overlap approaches 1 (linear dependence). In addi-
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tion, a dense basis set can lead to an overlap matrix with small eigenvalues even
when there is no specific clash. This again happens when the basis set approaches
completeness. The approach we use to deal with both cases is similar to that used
for the C matrix above. The S-matrix is diagonalised at every step (which is not
an expensive procedure due to the relatively small matrix dimensions) and if nthr

eigenvalues are below a given threshold (usually 10−6), nthr Gaussians are removed
from the propagation as they are surplus to requirement, and the wavepacket re-
expressed in the remaining functions. In this case they are permanently removed
and ignored. Removing a function results in a discontinuity in the propagation,
which can lead to instabilities hence this should only be done when essential. For
this reason the linear dependency check and removal is only done at the start of a
large step and the S matrix is simply regularised over the large step.

2.6. Multi-layer vMCG

The C-matrix inversion is the bottleneck in the vMCG method. The matrix has
dimension (n× f)2 where n is the number of GWPs and f the number of degrees
of freedom so inverting by initial diagonalisation, as required by the regularisation
quickly becomes hard as this scales as (n×f)3. Even using efficient direct inversion,
such as the Tikhonov method mentioned above, is hard for large matrices as these
too scale as (n× f)3.

A simple way to improve on the effort required for C-matrix inversion is to apply
the multi-layer (ML) philosophy to the vMCG method. In this, as in ML-MCTDH,
the wavefunction is represented, not by the sum of the full-dimensional Gaussian
functions, but is expanded in two or more layers of functions, from which only the
lowest-level functions are represented by low-dimensional Gaussians. The theory
for the two-layer approach was recently developed [65].

The idea is straightforward. The wavefunction is first expanded in MCTDH form
in orthonormal SPFs (Eq. (6))

Ψ(x, t) =

n1∑
j1=1

. . .

np∑
jf=1

Aj1...jp(t)

p∏
κ=1

ϕ
(κ)
jκ

(Qκ, t) (43)

and each SPF is then expanded in a set of frozen GWPs:

| ϕj〉 =

m∑
a=1

| ga〉S−1
ab 〈gb | ϕj〉 (44)

=

m∑
a=1

| ga〉Daj (45)

The GWPs are thus a time-dependent basis for the representation of the SPFs and
the D matrix elements are hence included in the variational solution of the TDSE.
The EOMs for the AJ are those of MCTDH, while those for the GWP parameters,
λaα, are as in standard vMCG. The D matrix EOM is

iḊci =
∑
lja

S−1
ca ρ

−1
ij 〈ga|(1− P̂ )〈H〉jl|ϕl〉+

∑
m

fmiDcm −
∑
ab

S−1
ca τabDbi (46)

with P =
∑

r |ϕr〉〈ϕr| the projector onto the SPF space. where fij = i〈ϕi|ϕ̇j〉 is
a Hermitian constraint matrix that keeps the SPFs orthonormal. Different choices
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for this matrix are possible that affect the numerics, but do not affect the final
result [6].

This approach reduces all matrices to be inverted to low-dimensionality and,
while yet to be tested fully, should make it possible to treat hundreds of degrees
of freedom, while currently only systems of about 20-30 degrees of freedom can be
realistically treated.

3. Example Calculations

3.1. Non-adiabatic Dynamics

As a first example of the performance of the vMCG method we will take a classic
model of non-adiabatic photophysics; the four-dimensional pyrazine S2/S1 absorp-
tion. This model describes the initial photo-excited dynamics of pyrazine and is
able to reproduce the main features of the absorption spectrum [66]. As part of an
extended model, it was used in the first demonstration of the power of the MCTDH
method in providing a full 24-dimensional quantum dynamics simulation [67].

The Hamiltonian is a linear vibronic coupling model, in which the electronic
states are diabatic by construction. Coordinates are mass-frequency weighted nor-
mal modes and vibronic coupling is provided only by a single, linear term due to
symmetry. It has the form:

H =
∑
i

ωi
2

(
− ∂2

∂Q2
i

+Q2
i

)
1 +

(
−∆ 0
0 ∆

)
(47)

+
∑

i=v1,v6a,v9a

(
κ

(1)
i 0

0 κ
(2)
i

)
Qi +

∑
i=v10a

(
0 λi
λi 0

)
Qi

Parameters were provided by fitting to quantum chemistry calculations with sub-
sequent adjustments to fit the experiments [67].

In vMCG, as in MCTDH, there are two alternative formulations that can be
used to treat non-adiabatic problems which involve multiple electronic states. In
the multi-set formalism, a different set of basis functions is used for each electronic
state [48],

Ψ(x, t) =

ns∑
s=1

njs∑
js=1

A
(s)
js

(t)g
(s)
js

(x, t) (48)

where the superscript labels which of the ns states with which the basis functions
are associated. There can be a different number of functions for each state. The
EOMs for the expansion coefficients also change slightly to couple the GWPs in
the different states

iȦ
(s)
j =

∑
lm

[S
(s)
jl ]−1[(H

(ss)
lm − iτlm)A(s)

m +
∑
s′ 6=s

H
(ss′)
lm A(s′)

m ] (49)

where the superscripts denote the states.
In contrast, in the single-set formalism the electronic states are included as an

extra degree of freedom described by a finite basis labeling the states and only a
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single set of basis functions is used:

Ψ(x, t) =

ns∑
s=1

nj∑
j=1

Aj,s(t)gj(x, t)|s〉 (50)

In general it is found that the multi-set formalism is preferred as the basis func-
tions are able to adapt better to the different states so the number of expansion
coefficients is minimised. However, it does require more basis functions, which for
direct dynamics may be a crucial expense as more quantum chemistry calculations
may be required.

To demonstrate the convergence of the vMCG method, simulations were per-
formed using the single-set formalism with different numbers of four-dimensional
GWPs. In Fig. 1 (b) - (d) and (f) - (h) the results using vMCG with 20, 40 and 60
GWPs are shown against the fully converged grid-based MCTDH ones. In Fig. 1
(b) - (d) the population of the S2 state is shown, and in (f) - (h) the absolute value
of the autocorrelation function is plotted. The convergence on the exact result is
clear, with the greatest error being pushed out to longer times as more functions
are added. Note that the autocorrelation function goes to 240fs while the state
populations only to 120fs. This is due to using the time doubling allowed by the
time symmetry of the problem [6]. Similar results were obtained using the multi-set
formalism [48], with convergence being reached with 40 GWPs on each state - 80
GWPs in total.

These calculations were performed using the dynamic coupling algorithm with a
cutoff of 10−6. The number of functions that are coupled is shown in Fig. 2 for the
vMCG calculations with 60 and 40 GWPs. It can be seen that the number grows
quite smoothly.

Ignoring the coupling totally, the GWPs follow classical trajectories. As we are
using a single-set formalism, this is similar to an Ehrenfest approach with the
GWPs moving on a potential averaged by the state populations.

The classical GWPs converge much more slowly. The results with 140 functions
are shown in Fig. 1 (a) and (e). While the correct structure is seen, with peaks in
both the populations and autocorrelation function in the correct places, it is seen
that the recurrences are too strong and while an improvement is seen compared
to smaller basis sets, clearly many more functions will be needed for a converged
result.

A final word must be said about computer resources. For this simple model the
MCTDH method is very efficient and needs just 8 s CPU time on a linux worksta-
tion. The vMCG calculations with 20, 40 and 60 GWPs need much longer with
219, 1,328 and 4,817 s, respectively. The classical GWPs need less time than the
coupled vMCG ones, with 60 GWPs requiring only 406 s. With 140 classical GWPs,
the time becomes much longer and 2418s is needed. These timings seem to sug-
gest that vMCG is very uncompetitive. However, it is not meant to compete with
MCTDH, but be a more general and flexible method able to run direct dynamics.
The comparison will also be different for larger systems as the scaling is quite dif-
ferent. Compared to the classical GWPs there is a clear trade off between accuracy
and time - vMCG is much more expensive, but converges much faster and so is
potentially cheaper.

3.2. Proton Transfer Dynamics

For the second set of calculations, the system of interest is the salicylaldimine
(SA) molecule, which can undergo proton transfer between a hydroxy and primary
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Figure 1. The population of the S2 state (left panel) and the absolute value of the autocorrelation
function (right panel) for different simulations of the photo-excited dynamics of pyrazine in a 4-mode
model. In all figures the full MCTDH result is in red. (a) and (e) 140 uncoupled (classical) GWPs. (b)
and (f) 20 vMCG GWPs. (c) and (g) 40 vMCG GWPs. (d) and (h) 60 vMCG GWPs. The single-set

formalism was used.
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Figure 2. The number of GWP functions, N , as a function of time, that are coupled in a simulation of a
4-mode model of pyrazine with 60 GWPs (red) and 40 GWPs (green).
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Figure 3. Representation of the proton transfer isomerisation of salicylaldimine with the
two-dimensional potential surface of the main vibrations v1 and v36.

imine groups (Fig. 3). This is a convenient system to study intramolecular proton
transfer due to its medium size and the planar structure of the phenol ring im-
posing certain constraints on the modes directly involved into the reaction. Due
to the fundamental interest in weak hydrogen-bond dynamics, the intramolecular
hydrogen-bonding of SA has previously been the subject of purely theoretical stud-
ies [68]. The excited-state proton-transfer reactions of SA substituted derivatives
such as salicylidene methylamine or salicylideneaniline, are being actively investi-
gated both theoretically[69–71] and experimentally[72–76]. These representatives
of the family of Schiff bases are of particular interest due to their photochromism
and potential of applying them as molecular photo switches in devices such as
rewritable molecular memories and nanoelectronics[77]. As our purpose is to assess
accuracy and efficiency of the direct quantum dynamics method and not to obtain
quantitative results, potential energy surfaces have been constructed by fitting to
quantum chemistry calculations at the computationally cheap restricted Hartree-
Fock (RHF) level with the 3-21G* basis using the Gaussian 03 package [78]. The
level of theory was chosen to allow comparison to direct dynamics calculations (see
below Sec. 4.2) and provides a suitable double well potential. The surface was a
simple polynomial up to 4th order and the in-plane mass-frequency weighted nor-
mal modes calculated at the transition state optimised at the RHF/3-21G* level.

V (Q) = V (Q0) +

N∑
α

καQα +
1

2

N∑
αβ

γαβQαQβ +
1

6

N∑
αβ

εαβQαQ
2
β (51)

+
1

24

N∑
αβ

ιαβQ
2
αQ

2
β,

where κα, γαβ, εαβ and ιαβ are the expansion coefficients serving as fitting param-
eters. Not all modes are coupled. For details see Ref. [58].

For this example study, a two-dimensional model is used with the v1 and v36

normal modes as coordinates. The first, v1, is the imaginary frequency mode, with
frequency ω1 = 1516.9674 i,cm−1, representing motion of the proton between the
oxygen and nitrogen atoms. The second, v36, represents motion of the proton within
the plane of the molecule perpendicular to the line joining the oxygen and nitrogen
atoms, with frequency ω36 =2174.6706 cm−1, The initial coordinates for the centre
of the wavepacket were v1 = 0.9634 and v36 = 0.1373 which represents a stretching
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Figure 4. Flux through the potential barrier for the proton transfer isomerisation of salicylaldimine in a
2D model calculated at different levels of approximation for the nuclear wavepacket (green) against the

full quantum dynamics result (red). (a) vMCG with 16 GWPs using 4th order integrals. (b) 64
uncoupled (classical) GWPs using adjusted widths. (c) vMCG with 32 GWPs using LHA. (d) vMCG

with 32 GWPs using LHA and adjusted widths.

of the O–H bond. All other coordinates were kept fixed at the transition state
geometry. The initial energy for this configuration is below the barrier height, thus
making tunneling important. This is demonstrated by running a single classical
trajectory with these initial conditions along which no crossing of the barrier is
seen.

The flux through the barrier can be defined by the expectation value of the
operator,

F̂ = [Θ1, T̂1] , (52)

the commutator of a Heaviside step function, Θ1, placed at the barrier along the
proton transfer mode v1, and the kinetic energy operator for this mode, T̂1. The
details for calculating wavepacket flux are described in Ref. [6]. Essentially the
method provides a measure of the proportion of the wavepacket passing through a
dividing surface placed perpendicular to the mode in question. This flux is shown
as a function of time for different wavepacket calculations in Fig. 4.

In the first set of calculations vMCG was run with different basis set sizes and
integrals calculated to 4th order meaning that the result should converge on the
full solution to the TDSE. The width of the initial wavepacket (and all GWP
basis functions) was taken from a relaxation calculation to find the ground-state
vibrational eigenfunction in the harmonic approximation. For all modes the width
was 1√

2
, except for v1 for which the width 0.57 was used. The result using 16

GWPs is shown in Fig. 4(a) compared to the results from a standard grid-based
wavepacket propagation. The flux is small and highly structured, making it a hard
property to reproduce, but it can be seen that the vMCG result agrees excellently
with the grid-based quantum dynamics.
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Figure 5. Trajectories followed by the centres of a set of 32 GWPs simulating the proton transfer
isomerisation of salicylaldimine in a 2D model plotted in the “phase space” of mode v1. (a) vMCG. (b)

Classical GWPs.

In usual GWP calculations, and in the DD-vMCG, a local harmonic approxima-
tion (LHA) is used in which integrals are only made to 2nd order. The resultant
flux when using an LHA is shown in 4(c). The difference from the exact result is
purely due to the GWPs being too wide for the double-well potential to be de-
scribed locally by the LHA, and thus introducing an error in the integrals. In 4(d),
narrower GWPs with a width of 0.25 for v1 and 0.65 for v36 have been used, and
the correct result is obtained. Again, only 32 GWPs were required for a converged
result. The question of how to choose the optimum width is still open. Too nar-
row and many functions are needed, with simulations becoming very noisy as the
coupling matrix becomes singular. Too wide and errors occur in the integrals.

In Fig. 4(b) the result for the adjusted widths with no coupling between the basis
functions is shown with 64 GWPs. Without coupling the GWPs follow classical
trajectories. This is still a full quantum dynamics calculation as the expansion
coefficients contain all of the phase information. Indeed the flux, particularly at
the start, follows the full result. More functions would be required for convergence.

The reason for the marked difference between the vMCG and classical GWP be-
haviour can be seen in Fig. 5. This shows the trajectories of the centre of the GWPs
in the “phase space” of the proton transfer mode v1. Plotted is the value of the
position, 〈Q〉, and momentum, 〈P 〉. In Fig. 5(a) the trajectories from 32 GWPs
calculated using vMCG and the LHA are shown, while (b) shows the trajecto-
ries from 32 uncoupled GWPs that follow classical trajectories. Both calculations
started with the same initial conditions.

The classical GWP trajectories show regular periodic motion. The potential along
this coordinate is a double well. Some trajectories remain in their starting well,
while some have enough energy that they orbit both wells. As basis functions start
in both wells, tunneling can be described by the amplitudes of the functions. The
vMCG GWP trajectories, however, do not show the same simple structure. The
GWPs clearly move in a less regular way and cover a much larger region of phase
space. This is a general feature of vMCG GWPs and is the reason for the fast
convergence - the functions move to cover the space as required by the TDSE
rather than guided by classical mechanics.

4. Direct Dynamics

Having described the methods of using variational Gaussian functions as a basis
for nuclear quantum dynamics and given examples of calculations using GWPs
on fitted PES, we now turn to perhaps the most promising application of GWP
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dynamics, the direct-dynamics version, DD-vMCG[53]. In order to integrate EOMs
for the time-dependent coefficients and Gaussian parameters (Eqs. (17) and (21)),
the matrix elements of the Hamiltonian need to be evaluated. If the local harmonic
approximation (Eq. (26)) is adopted, and dynamics run in the normal mode or
Cartesian coordinates, in which the kinetic energy operator has a simple analytic
form, all one needs are energies, gradients and Hessians at the centres of Gaussian
basis functions at every step. It is straightforward to evaluate these values on-the-
fly via an interface with an external quantum chemical software.

In addition to avoiding the pre-calculation of a fitted PES, DD-vMCG also offers
an advantage in the form of the kinetic energy operator. When using pre-fitted sur-
faces, it is necessary to make a careful choice of the particular coordinate system
to use for the dynamics in order to avoid spurious correlations between motions
and to allow a relatively simple form for the potential. However, this can lead to
complicated expressions for the kinetic energy operator. DD-vMCG, on the other
hand, has no need to generate a simple form for the PES, therefore coordinates
can be used in which the form of the kinetic energy operator is easily evaluated. As
such, DD-vMCG studies have been performed using the Cartesian coordinates of
atoms [52, 79], Jacobi coordinates [52] and normal modes [51, 54, 80–84]. The major
problem with using Cartesian coordinates is that the overall translational and rota-
tional motion of the molecule are not separated from the vibrational motion which
is generally of interest in nuclear quantum dynamics[52]. Jacobi coordinates ame-
liorate this situation by separating out the translations, but representing the initial
wavepacket as a superposition of GWPs is not straightforward [79]. Normal mode
coordinates go further by approximately removing the complete rotational motion.
In the example calculations presented in subsequent sections, normal modes will
be used for this reason.

4.1. The Potential Energy Surface Database (PES-DB)

As electronic structure calculations are very time-consuming, the re-calculation
of energies, let alone gradients and Hessians at every point reached by all of the
GWPs is undesirable. As implemented in the MCTDH package, the DD-vMCG
algorithm builds up the PES on which the dynamics occurs through the use of the
local harmonic approximation (LHA) and the creation of a database of electronic
energies and other information [79]. The idea of such a database is intuitive and is
based on the GROW philosophy, developed by Collins and co-workers to generate
potential surfaces automatically using classical trajectories to sample the config-
uration space [85, 86]. This procedure has been adapted by Frankcombe to use
vMCG functions to sample configurations using “quantum trajectories” [87].

As described above, the nuclear wavepacket is constructed as a linear combina-
tion of multi-dimensional GWPs. Each of these is centred at a particular point in
configuration space, i.e. at specific molecular geometry. If, as the dynamics pro-
ceeds, a GWP reaches a geometry, x0, which fulfills the conditions required to
calculate a new energy (to be discussed further in Sec. 4.4), then the program
calls an electronic structure program in order to calculate the electronic energy at
that geometry, as well as the gradient and Hessian of the PES. This information
is stored in the database. Depending on the problem, further information such as
the dipole moments and derivative couplings may also be stored. If a Complete
Active Space SCF (CASSCF or CAS) method is used for the PES evaluation, the
molecular orbital (MO) coefficients are also stored so that the CAS space can be
constructed at any point.

With this data, the PES can be expanded in a Taylor series to second-order
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around that geometry:

V (x) = V (x0) + g (x0) . (x− x0) +
1

2
(x− x0) .H (x0) . (x− x0) (53)

where g (x0) and H (x0) are the gradient and Hessian of the adiabatic PES with
respect to changes in nuclear geometry, both evaluated at x0. This expansion of
the PES is the basis of the LHA which is then used to calculate the necessary
matrix elements in the EOMs. The calculation of up to second-derivatives of the
PES, however, has a further use.

Where no new database point is required we use modified Shepard interpolation
[87] to get the energies, gradients and Hessians. To do so, the Euclidean norm of the
difference vector of all atomic coordinates is calculated for the new point and all
current database points to give a measure of distance between the structures. The
LHA data for the new point is then provided by the Shepard weighted interpolation
formula:

V (q) =
∑
i

ωi(q)Ti(q), (54)

where

ωi(q) =
νi(q)∑
j νj(q)

, (55)

and

νi(q) =
1

|q − qi|2p
, (56)

with p = 2 showing the best results. Ti is the Taylor series expansion of the energy
centred at the ith database entry. As the energy, gradients and Hessian are stored for
every entry, the expansion is truncated at second order so that the local harmonic
approximation is used once again. The same formula as in Eq. (54) is used for
gradients and Hessians, although the Taylor series have to be truncated at the first
order for gradients, and at the zeroth order for Hessians. The second-order Taylor
series for the PES is then formed, according to equation (53) for each database
point, xi, and the energy evaluated at the new geometry. Ab-initio calculation of
the Hessians might easily become a bottleneck for direct dynamics, and so it is
possible to apply a Hessian update algorithm, such as was done by Frankcombe
(see below) [88].

4.2. Examples

Having set out the basic methodology involved in carrying out a DD-vMCG calcu-
lation, it seems appropriate to provide a few simple examples of calculations using
this method to demonstrate the current state-of-the-art. The example systems have
been chosen so as to illustrate features of practical calculations which need to be
considered when trying to achieve accurate results in a timely fashion.

For the first set of calculations, the system of interest is the proton transfer in the
salicylaldimine molecule used in Sec. 3.2. In order to carry out direct-dynamics we
need to select an appropriate electronic structure method with which to calculate
the PES. In the case of SA, the same level of theory is used to construct the surfaces
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above: restricted Hartree-Fock (RHF) with the 3-21G* basis, as implemented in
the Gaussian 03 package[78].

Again, we restrict ourselves to a two-dimensional model, using as coordinates
the unitless mass-frequency weighted normal modes calculated at the transition
state (optimised using RHF/3-21G* in Gaussian 03) between the two forms seen
in Fig. 3. The modes chosen are again modes v1 and v36, the most important for the
proton transfer, with v1 representing motion of the proton between the oxygen and
nitrogen atoms and v36, which represents motion of the proton, within the plane of
the molecule, perpendicular to the line joining the oxygen and nitrogen atoms. All
propagations in this section start with the wavepacket centred at coordinates v1 =
0.9634 and v36 = 0.1373 (in terms of the mass-frequency weighted coordinates),
with a width in each direction 0.5530 and 0.7188 respectively. The individual GWPs
have widths of 0.25 and 1√

2
along the two modes respectively and are spaced at

0.649 intervals. The other coordinates are kept fixed at the enol minimum, providing
a slightly different system to the analytic surface propagations which kept the
frozen coordinates at their values for the transition state.

In order to assess the quality of the calculations we need to select a property
for use as a comparison between calculations. As in Sec. 3.2, the property of in-
terest is the flux of the wavepacket over the barrier between the two PES minima
representing the structures in Fig. 3.

4.3. Convergence with Number of GWPs

The first set of results presented are for the flux of the wavepacket over the proton
transfer barrier, as a function of the increasing number of GWPs used to represent
the wavepacket. All calculations were started with an empty database of PES
points. The PES was then constructed on-the-fly by evaluating the energy, gradient
and Hessian of the molecule whenever the geometry of the centre of the GWP
differed by more than 0.1 Bohr from any previously calculated database point (as
measured by taking the Euclidean norm of the difference vector between all atomic
coordinates). In Fig. 6(a) we show the flux over a total propagation period of 100 fs
with an increasing number of GWPs from 8 to 64.

From this plot it is clear that the flux expectation value converges with an in-
creasing number of GWPs. Indeed the qualitative shape of the plot for the largest
number of GWPs is reproduced reasonably well by a propagation using only 16
GWPs. We also note that the plot with just 8 GWPs, whilst accurate over the
first 10 fs or so, becomes increasingly inaccurate after that point. For example, the
pair of peaks at around 20 fs, observed for larger numbers of GWPs, is just a sin-
gle maximum when using just 8 GWPs. From the peak at around 30 fs to that at
70 fs, the maxima and minima occur earlier in the propagation when using only
8 GWPs, but they are broadly correct. However, after 80 more major errors have
begun to impact the dynamics. With 16 or 32 GWPs, the differences are essentially
quantitative with the peaks and troughs in the same places.

As described in Sec. 2.5, when using large numbers of GWPs, the problem of
linear dependencies within the basis can occur as the GWP basis has no orthog-
onality condition attached. When this happens, the offending function is removed
from the basis set as the propagation proceeds. This was the case when using 32
or 64 GWPs here, and in the case of the 64 GWP propagation this seems to have
introduced unwanted fluctuations in the flux after 60 fs.

The results show that for vMCG a larger number of GWPs are required to
accurately represent longer time scale dynamics. The reason for this is common
to all wavepacket dynamics methods: as the wavepacket proceeds away from its
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Figure 6. Wavepacket flux along the v1-mode in the proton transfer of salicylaldimine (a) as a function
of increasing number of GWPs. (b) as a function of the geometry difference parameter, dbmin. (c) as a
function of increasing database size. Plots for the initial run, fifteenth run and the final, twenty eighth
run (at which point no further database points were added and the flux was invariant) are shown. (d)

when using Hessian matrices calculated using Gaussian 03 and when using the Powell update outlined in
the text.

relatively localised starting point it can spread, or even bifurcate, as time goes on,
and so a larger number of basis functions is required to represent the dynamics.

There is, of course, a downside to using a larger number of GWPs, which is the
increased computational effort required. For DD-vMCG, increasing the number of
basis functions increases the amount of time needed to propagate the wavepacket
simply due to the rise in the number of parameters. For example, with 8 GWPs,
the CPU time for the propagation of the wavepacket was just 221 s and for 32
GWPs, it was 7929 s. However, with DD there is also the overhead of the electronic
structure calculations being performed, during the propagation, to build up the
PES. For SA, each G03 frequency calculation used about 72 s of CPU time, and
for the 8 GWP calculation 132 database points were calculated, whereas for the
32 GWP calculation, 785 database points were calculated. In other words, nearly
36 times more effort is required to propagate a wavepacket constructed from 32
basis functions than one made up of 8 functions, but we also need about 6 times
the effort to create the PES. In general, the effort in generating the PES will be
significantly greater than that used in propagating the wavepacket. However, the
additional effort is minimal compared to the work needed to generate points and
fit functions to get an analytic PES.

We will return to the issue of the time taken in performing the electronic structure
calculations in the next section.

4.4. Convergence with dbmin

With the large computational effort required to generate the PES, the second
parameter we look at when deciding how to best generate the dynamics of the
molecular system is how often to evaluate new electronic structure results. This
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can be controlled by altering a parameter called dbmin in the MCTDH package.
As the GWPs move with the wavepacket, they explore regions of the configura-

tion space of the molecule. If the molecular geometry represented by the centre of
the GWP has not been considered before, we can either perform a weighted ex-
pansion of previously calculated energies (using gradients and Hessian in the LHA)
to get the potential at that point, or we can simply calculate a new value by per-
forming an electronic structure calculation. Which method to use is determined by
dbmin. A measure of the difference between the new geometry and those already
in the database is gained by taking the Euclidean norm of the difference vector be-
tween all atomic coordinates. If the minimum value of this norm when comparing
the new point to all database geometries is less than dbmin, then an expansion of
the potential is performed, but if greater then a new point is calculated.

To assess the effect of various dbmin values, calculations have been performed on
SA using the same initial conditions as in the previous section, but varying dbmin
between 0.075 Bohr and 0.75 Bohr. As a good balance between speed and accuracy,
all calculations were performed using 32 GWPs. The flux expectation values as a
function of dbmin are presented in Fig. 6(b).

Taking the plot using the lowest value of dbmin to be the reference, as it is
produced using the most tightly spaced ab initio points, we can compare the con-
vergence of the flux as the dbmin value approaches this ideal. The first point to
note is that the plot for a dbmin of 0.75 Bohr, whilst following other plots quite
well for the first 10 fs or so of the propagation, diverges soon after. In particular
the minimum around 25 fs is significantly underestimated and at later times there
is a strong oscillatory behaviour not seen in the other plots. A value of dbmin as
large as 0.75 Bohr clearly does not give an accurate description of the PES in this
case.

Reducing dbmin to 0.25 Bohr produces a marked improvement in the results,
the spurious feature at 25 and 40 fs being replaced with the expected minima, both
with essentially the correct magnitudes. The minimum at 25 fs is perhaps a little
early in comparison to the reference but is broadly correct. Greater inaccuracies,
however, arise at later propagation times. At 60 fs, we see a maximum followed
by a minimum which occurs earlier in the propagation than in the reference case.
This asynchronicity follows through to the peak at about 80 fs and the minimum
at 90 fs. It thus appears that reducing the dbmin value allows the calculation to
maintain accuracy for longer, but that eventually the accumulation of errors in the
PES, and consequently the dynamics, leads to qualitative inaccuracies.

This problem is repeated when reducing dbmin further to 0.1 Bohr. This plot
follows the reference closely for almost the entirety of the propagation: the previous
mentioned features occur at the correct times, with the correct magnitudes. Perhaps
the only significant inaccuracy is the slightly over deep minimum at 90 fs. Details of
the flux, however, are still quite different to the reference, indicating the sensitivity
of this property to inaccuracies in the dynamics.

As mentioned above, the reason for the inaccuracy in the propagations using
higher values of dbmin is that as time progresses, differences in the PES become
more significant and the wavepackets diverge more and more. So, for dbmin=0.075
Bohr, far more database points are calculated (1262) than for dbmin=0.75 Bohr
where only 122 points are calculated. In effect, the dynamics for dbmin=0.75 Bohr
proceeds on a surface which is 10 times more coarsely defined than for the lowest
value of dbmin. This means that far more of the points in configuration space
sampled by the GWPs relied on an extrapolated PES than when using the lower
value. Also, the extrapolated values of the potential would be calculated using
database points, on average, further away from the point in question, leading to
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greater inaccuracy as the harmonic assumption behind the extrapolation becomes
less valid. As such, the PES for the larger dbmin is much more approximate than
that for the lower dbmin, so we would expect, and indeed get, different dynamics.
On a more harmonic PES it may be the case that larger values of dbmin are less
injurious on the quality of the results than in this case.

This parameter is likely to be quite system dependent and in practice, should be
set quite high in test calculations and then reduced in subsequent tests in order to
reach convergence of the property of interest. Calculation of new database points is
very expensive (here approximately 72 s in each case), so one should not set dbmin
too low. In this case a dbmin of 0.1 Bohr was found to be satisfactory. We will
proceed on this basis (as we did in the previous section) and use dbmin=0.1 Bohr
for all subsequent calculations.

4.5. Convergence of the Database

So far the calculations presented here have used DD-vMCG starting from an empty
database, i.e. with nothing known about the PES. However, as the database is up-
dated during the progress of the dynamics, it follows that wavepacket motion will
change as more points are added. Consider a single GWP which finds its way to
the same point in configuration space at two different times in the dynamics, with
identical momentum. If this point is near enough to a database point that the
potential can be extrapolated, and if new database points have been added in the
period between the first and second visits to the point, then the extrapolated po-
tential (and likewise the gradient etc.) will be different, and as such the subsequent
motion of the GWP will differ.

Thus to get a true representation of the dynamics, propagations should be car-
ried out using the same initial conditions but using the database created from a
previous run. During this run, potential extrapolations are used where possible and
new database points are added as needed. The process is repeated until no new
database points are added and the dynamics becomes invariant as measured by
some property (in our case the flux expectation value). This re-using and adding
to a database is a central feature of the DD-vMCG implementation. Electronic
structure calculations are only done if required, and the database from a small
calculation can be used for a larger calculation, again saving effort.

To demonstrate the database convergence, we have taken the same SA model
as above with a 32 GWP basis, and setting dbmin=0.1 Bohr. The first run began
with an empty database and generated 785 points as noted above in Sec. 4.3. This
database was then used as a starting point for the next calculation, with more
points being added as appropriate. We repeated until the flux expectation value
in subsequent calculations became invariant. The results are presented in Fig. 6(c)
for three of the runs: the initial, the fifteenth and the twenty eighth, at which point
convergence was achieved (a twenty ninth run confirmed this).

It is clear from this that there is no qualitative change in the dynamics for the
different databases, but there are significant numerical differences, particularly at
later times. In terms of the database size, there were 785 entries after the first run
and 2066 at convergence. In other words nearly 1300 extra database points were
calculated on top of the initial set. So, with regards to the extra time needed to get
the database converged, the extra electronic structure calculations required about
92,232 s. The principle additional effort, though, was in the actual propagation part
of the calculations. The CPU time for each of the later calculations was significantly
greater than for the first run (at 7929 s) with a maximum of 70,634 s for the eleventh
run. The minimum time was in fact for the first run, being more than twice as fast as
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Figure 7. Total number of points in the direct dynamics database as a function of the number of
propagations performed, using the database of the previous run as a starting point. Two-mode model of

salicylaldimine using a basis of 32 GWPs and a dbmin of 0.1 Bohr.

the next quickest run. The reason for the significantly increased timings is twofold.
First, it is found that inexplicably the changes in the PES lead to shorter integration
steps, leading to longer propagations. Second, the larger database requires more
time to sort through and read, which is presently done at each step.

Overall, another 806,922 s were required to run the propagations, meaning that
overall (including electronic structure calculations) an extra 899,154 s were needed
to converge the database, after the initial 64,449 s. This is a significant additional
cost in time, but for a numerically accurate result the effort is necessary. It is,
however, difficult to comment on how much ‘effort’ the different parts of the prop-
agation take relative to each other. There are three sources of effort: the scaling
with system size for the EOMs, the number of integration steps, and the quantum
chemistry calculations. Each system will perform differently in these three areas.
Here we are using a very cheap quantum chemistry method (RHF/3-21G*), which
took only 70 s. The tunneling seems to force small integration steps and thus the
time taken for the dynamics dominates.

In Fig. 7 we show the total number of points in the database at the completion
of each of the runs. For approximately the first twenty runs, the database appears
to be growing fairly smoothly with only a single extra point added during the 21st

calculation. It may thus appear to be reasonable to assume that the calculations
had converged at this point and stop performing further calculations. However, this
would have been an error as we can see that another 151 points in the 26th propa-
gation and a further 146 during the 27th, beyond which no more points were added.
This illustrates the point that it is important to continue to run calculations until
both no more database points are added and no further change in the expectation
value is seen between consecutive runs before convergence can be claimed. This is
all the more important for a very sensitive expectation value such as a flux, where
large numerical differences between the plots were seen for consecutive runs, even
when only a few extra database points were added.

It should be noted that the database is only converged for propagations of 100 fs
or less. If we wanted to propagate for a longer time using the final database as a
starting point, it would, in general, be necessary to add extra points as different
regions of configuration space are explored. This in turn leads to the need to run
further calculations to converge that database.
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4.6. Hessian Update vs. Full Hessian

As noted above, it is necessary to include the potential energy, gradient vector and
Hessian matrix in the database so as to be able to use the LHA for the calcula-
tion of extrapolated energies, gradients and Hessians, and also for the calculation
of matrix elements. However, the evaluation of the molecular Hessian is a very
computationally intensive process, even when methods with analytic derivatives
are available as for RHF, and even more so for electronic structure methods where
numerical differentiation has to be used. As illustrated in Sec. 4.3, the effort in
performing a DD-vMCG calculation would be much reduced if we could avoid the
explicit evaluation of the Hessian at every database point.

Fortunately there are a wide range of methods for the approximation of Hessian
matrices using only gradient information and a reference Hessian. In the MCTDH
program a version of the Powell update algorithm[88] has been implemented, which
avoids any problems if the Hessian becomes singular. The update is

HNew = HOld +
1

δ.δ
(ε⊗ δ + δ ⊗ ε)− ε.δ

(δ.δ)2 HOld.δ ⊗ δ.HOld (57)

where H is the Hessian, labeled appropriately, δ is the position difference vector
and ε is the gradient difference vector between the two geometries in question.

Our implementation proceeds as follows when starting with an empty database:
The electronic structure calculation for the first GWP is run including the evalua-
tion of the Hessian to give the so-called reference point (if starting with a non-empty
database, the first entry is taken as the reference). As the propagation proceeds,
extrapolated points are treated as before, but when a new database point is needed,
only the energy and gradient are calculated. The program then calculates the dis-
tance between the new point and the reference point (as detailed above when
dealing with the dbmin parameter). It also calculates the distances between all
points in the database and the reference point. The space of database points is
then divided into two parts; an internal subset of points which are closer to the
reference point than the new point and an external subset which are further away.

Using the gradient at the new point and the gradient and Hessian at one of the
points in the internal subset, a Powell update for the Hessian at the new point is
calculated, Hi. This is repeated for all points in the internal subset. Subsequently,
having calculated the distance between the new point and the internal points, di,
the Hessian at the new point is given by the following weighted sum:

HNew =

∑
i∈Internal d

−4
i H

(i)
Old∑

i∈Internal d
−4
i

. (58)

As a new Hessian has been added to the database close to the reference point,
it is then necessary to update the Hessians at all of the points in the external
subset by a similar weighted Powell update (this time including the Hessian at the
new point). This ensures that at every step, the Hessian at each point has been
generated by extrapolation from all points closer to the reference than itself.

To test the effectiveness of using an approximate Hessian at each database point,
we repeated the calculations on salicylaldimine using 32 GWPs and a dbmin of 0.1
Bohr using the Powell update as outlined. The calculations were then repeated
until a converged database was achieved. The results for the flux expectation value
are presented in Fig. 6(d).

We can see from this plot, that the use of the Hessian update gives a result
which is in very good agreement with that obtained when calculating the exact
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Hessian at each database point. The results are quantitatively different, but quali-
tatively correct with nearly all peaks and troughs in the right positions. The main
difference is the feature between 70 and 80 fs where a small trough in the full Hes-
sian results has been replaced by a peak in the results using the Hessian update.
However, subsequent to this the plots follow one another much more closely until
completion of the propagation. Having shown that good results can be obtained
using an approximate Hessian, we need to show that the loss of numerical accuracy
is compensated for by a gain in calculation speed.

Each electronic structure calculation when calculating the Hessian took 72 s of
time. In contrast, when only calculating the gradients each electronic structure
calculation only takes about 13 s, a saving of a factor of 5.5 in this particular
molecular case. At convergence, the database contained 2066 entries for the exact
Hessian and 2263 for the Powell Hessian. Even with the slightly greater number of
electronic structure calculations required, the time saving from that portion of the
calculations was by a factor of more than five. However, this saving was negated
by the longer time that the actual propagations took with the Hessian update
method. With the full Hessian, 814851 s of CPU time were required for all of the
propagations, but with the Powell updated Hessian 1325401 s were required. This
is an increase in time of more than 60 % due to short integrator time steps in the
early parts of the propagation, the larger database and the Hessian updating itself.

We also applied the method to a different two-mode model of SA, this time
using mode 1 (the motion of the proton between the oxygen and nitrogen atoms)
and mode 18 (a ring-breathing type mode). This system was a much easier one
on which to achieve database convergence as mode 18 is fairly harmonic, and only
eight and seven calculations were required to reach convergence for the full and
Powell Hessian methods respectively. With regards to the actual timings, the full
Hessian method took a total of 261576 s to reach convergence whilst the Powell
Hessian method needed 127706 s (including all electronic structure evaluations).
As such, less than half the CPU time was required to complete the propagations
when using the updated Hessian.

It would thus seem that the approximate Hessian can provide significant sav-
ings in time dependent on the system studied. It is likely to be crucial, though,
when using high-level quantum chemistry methods for which the calculation of the
Hessian is very time consuming.

4.7. Multi-State System: Butatriene

So far the main factors which need to be considered when using DD-vMCG to prop-
agate a wavepacket on a single PES have been considered. However, the MCTDH
package also contains the necessary code to allow one to propagate wavepackets on
multiple surfaces.

Several prior studies have been carried out on multi-state PES using the DD-
vMCG method [54, 80–84, 89, 90] after the initial study by Worth et al on the bu-
tatriene cation[51]. The current implementation focuses on the use of the CASSCF
method as the appropriate electronic structure method to calculate both ground
and excited state PES on-the-fly, but there is no reason why any other excited-
state electronic structure method could not also be used. The main requirement is
a method that treats all states in a balanced way across a range of geometries and
can provide non-adiabatic couplings.

Running DD-vMCG on multiple states proceeds in much the same way as on a
single PES as far as the generation and use of the database of points is concerned.
One addition that has to be made when using CASSCF regards the definition of the
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active space used in the calculations. As is well known, the orbitals constituting the
active space do not have to be neighbours on the energy scale of the Hartree-Fock
MOs, so if this is not to be the case, we must keep track of the orbitals included
in the active space. The DD-vMCG program goes about this by saving the MO
coefficients in the database in the order they appear in the CASSCF expansion.
When a new database point is required, the nearest point in the database is located
and its MO coefficients read from the database. These can then be copied into the
Gaussian input file and the Gaussian program will use them in that order, giving
the correct active space. It should also be noted that state-averaged CASSCF can
also be used if required, the correct option being set as appropriate.

As described in Sec. 3.1 for standard vMCG, there are two ways of running
DD-vMCG on multiple states, the so-called single-set and multi-set methods. The
former relies on using a single set of GWPs for all states, in other words the GWPs
on each state have the same positions on those states, whilst in the latter, each
PES has a set of GWPs which are allowed to move independently of those on the
other states. The single-set method seems more appropriate for direct dynamics
calculations as it requires fewer functions overall, and therefore fewer evaluations
of the potential surfaces.

When performing dynamics on multiple states care must be taken at geometries
where two or more electronic states become very close in energy. This is particularly
true around conical intersections where the adiabatic PES calculated by electronic
structure calculations become non-differentiable and the non-adiabatic coupling
diverges. To circumvent this problem, the dynamics is better carried out on quasi-
diabatic states, which are unitary transformations of the adiabatic states to produce
smoothly varying PES at these intersections.

Currently implemented in the MCTDH package is a version of the regularisation
diabatisation method of Köppel [51, 80, 91–93], which we will briefly describe,
following Worth et al [51], for completeness. The adiabatic potential energy matrix,
V, is related by a similarity transform (defined by the unitary matrix, U) to the
diabatic potential matrix, W, i.e.

W = U†VU . (59)

For a two state system, this can be split into two parts using the sum and difference
of the adiabatic energies i.e. defining Σ = 1/2 (V11 + V22) and ∆ = 1/2 (V22 − V11),
we have that

W = Σ1 + ∆U† .

(
−1 0

0 1

)
U (60)

Using the invariance of the trace of a matrix under unitary transformation, we get
Σ = 1/2 (W11 +W22), and so

W = Σ1 + ∆

(
−∆W W12

W12 ∆W

)
/∆ (61)

where ∆W is the diabatic analogue of ∆ and W12 is the diabatic coupling matrix
element. As ∆ approaches zero close to a conical intersection, the second term in
Eq. (61) becomes singular. By assuming that the adiabatic and diabatic states are
equal at the intersection (which is valid as the transformation matrix, U, can be
multiplied by an arbitrary matrix which is constant over configuration space), the
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matrix in equation (61) can be expanded, to first-order, around the intersection as

W(1) =

(
−δ λ
λ δ

)
.Q (62)

where Q is the displacement vector from the intersection, δ is the gradient differ-
ence vector of the two adiabatic PES and λ is the derivative coupling vector, both
evaluated at the intersection. Finally, by approximating the difference in the adia-
batic energies, ∆, by ∆(1) =

√
|δ|2 + |λ|2 we get the expression for the regularised

diabatic states

W = Σ1 + ∆
W(1)

∆(1)
. (63)

As the denominator is positive, we thus avoid the problem of the singularity that
was seen in Eq. (61), and the dynamics can proceed on smooth surfaces. By con-
struction, the eigenvalues of the regularised diabatic surfaces reproduce the adia-
batic surfaces. The linear approximation to the diabatisation angle, however, in-
troduces an error into the non-adiabatic couplings which are only exact at the
reference conical intersection.

The drawback of this method is that it relies on locating a conical intersection
prior to performing the DD-vMCG calculation. In effect information about the
potential dynamics must be known before carrying out the propagations. This
rather goes against the spirit of direct dynamics, so much current work is ongoing
to develop methods to avoid this necessity and to calculate diabatic states on-the-
fly with no prior knowledge of the PES.

In order to demonstrate the DD-vMCG method on multiple states, we look at a
two-mode, two-state model of the butatriene cation. The modes chosen are v5, the
Au torsion mode, and v14, the totally symmetric carbon-carbon stretching mode.
The normal modes and associated frequencies (767.6 cm−1 and 2196.2 cm−1 re-
spectively) were calculated at the neutral, ground state minimum energy geometry
using the CAS(6,6)/3-21G* method in Gaussian 03. The conical intersection at a
planar geometry between the two cation states was then located using the state-
averaged CAS(5,6) method (with equal weights to each) and the same basis set for
use as the reference point for the diabatisation.

DD-vMCG dynamics were then run in the single-set formalism, with the
wavepacket starting on the excited cation state at the neutral molecule Franck-
Condon point, and allowed to run for 50 fs. The populations of the wavepacket on
each state were recorded and plots for the population of the excited state with
increasing numbers of GWPs are shown in Fig. 8.

It can be seen from the plot that the same qualitative pattern is given by all
calculations - a rapid de-population of the excited state as the conical intersection
is encountered, followed by a partial re-population and then repeat. There are,
however, quantitative differences. The calculation with only 5 GWPs gives results
which are far from smooth, with jagged jumps in population. This is augmented by
addition of more GWPs such that the population changes more smoothly although
there is some roughness even with 49 GWPs. It can be seen from the trough at
about 15 fs, the 13 GWP calculation generally underestimates the population of the
excited state when compared to the 25 and 49 GWP calculations. The calculations
with the largest numbers of GWPs follow each other quite well and are converging
towards one another as would be hoped.

DD-vMCG on multiple states is thus seen to be a viable method, and certainly
works well in this case. It is, however, limited by the diabatisation scheme currently
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Figure 8. Population of the Ã-state in the butatriene cation over time as a function of increasing
number of GWPs.

implemented. In addition to the need to locate any conical intersections before
carrying out the dynamics, the method is limited to two states only. More general,
“black-box”, diabatisation schemes will need to be developed and implemented in
order to fully exploit the potential of the method.

4.8. Relaxation

In addition to DD-vMCG propagation on one or two electronic states within the
MCTDH package, it is possible to use imaginary time relaxation [6] within the DD-
vMCG framework as a method of locating a minimum energy nuclear eigenfunction
on a particular PES. The general idea behind the method is to take the general
expression for a wavepacket

ψ (t) =
∑
j

cjexp (−iEjt)φj (64)

where cj and Ej are the coefficient and energy associated with the eigenfunctions,
φj , of the time-independent Hamiltonian. Making the replacement t→ τ = it, and
rescaling the energies so that the minimum value is 0, propagation takes place in
τ . As the propagation proceeds, the higher energy components decay exponentially
until a wavepacket consisting of just the lowest energy eigenfunction is left.

The implementation within DD-vMCG takes a similar form to that with the
propagation in real time, with the PES created by electronic structure calculations
on-the-fly. To demonstrate this method, we return to the two-dimensional model
of salicylaldimine used in the first few sections of this discussion of DD-vMCG.
Taking the same initial conditions as in section 4.3, we allow the wavepacket to
relax for 100 fs. As an example, the expectation value of the position operator along
mode v1 is presented in Fig. 9 for an increasing number of GWPs from 8 to 64.

As is apparent from this plot, the relaxation of the wavepacket occurs successfully
for all numbers of GWPs, with all expectation values having reached their final
values within 50 fs. It is also clear that the relaxations are converging towards a
position expectation value of between 1.4 and 1.5 (the 64 GWP calculation reaches
1.434) with all calculations ending up in that range. It should also be noted that
the position expectation value along the other mode, as well as the wavepacket
widths along both modes, also converge in much the same way, meaning that the
wavepacket has fully relaxed after 100 fs.
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With regards to computational effort for a DD-vMCG relaxation, this is much
reduced when compared to a propagation over the same timescale. Taking the 32
GWP calculation as an example, we recall that a total of 64449 s of CPU time
was required to propagate the wavepacket for 100 fs, generating in the process 785
database points. To relax the wavepacket for 100 fs, the actual relaxation took just
421 s, and 44 database points were created. As such, about 3589 s of CPU time
was needed, a reduction in effort over the propagation by a factor of nearly 18.
Clearly, a major component of this is the 18 times reduction in the number of
database points. However, the actual dynamics component is reduced by a factor
of almost 19. The reduction in database size is easily rationalised by considering the
nature of the two processes being studied. For relaxation, the wavepacket simply
moves to the lowest energy configuration, all GWPs moving down in energy, then
stays put. Only a very small portion of configuration space needs to be sampled
when compared to the much more unpredictable real time dynamics. The smaller
database also reduces the computational effort for the dynamics itself, as much
less effort has to be put into extrapolating energies for intermediate points. The
major saving in the timing for the dynamics is in the integration of the equations
of motion: much longer time steps are possible during relaxation, being in the
range of 0.01-0.23 fs rather than 0.001-0.04 fs, as near convergence the wavepacket
is stationary.

5. Properties of vMCG Method

Much of this review has been concerning the convergence properties of the vMCG
and DD-vMCG methods. The reasoning behind this is that for a class of methods to
be considered reliable it is necessary to be confident that, were unlimited resources
available, they converge to the “correct” answer.

The dynamics generated by the MCTDH method converge towards the result
given by a full expansion of the nuclear wavepacket on a grid [41, 42]. Thus if
vMCG converges on the MCTDH result, vMCG will converge on the exact result.
This was demonstrated in Sec. 3.1 where the dynamics of a wavepacket constructed
from 60 GWPs was found to converge to the MCTDH result, both using the same
PES. That using more than twice as many classical GWPs yields an inaccurate
result indicates the importance of using the variationally coupled vMCG basis
functions.
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It was noted that the vMCG results were obtained after much longer calculation
times than those obtained using MCTDH. However, vMCG, should become more
efficient for larger systems as the scaling with system size is lower than that for
MCTDH. It is unfortunately not possible to provide a scaling factor. The bottleneck
in vMCG propagation is the time to invert the C-matrix that couples the GWPs,
and this matrix has dimensions (ngwp×ndof)

2, where ngwp and ndof are the numbers
of GWPs and degrees of freedom respectively. The number ngwp is highly system
dependent and so there is no clear scaling with system size. It should be noted
though that it will be less than exponential.

The vMCG method should also provide significant time savings when applied
in the context of direct dynamics. The vast majority of effort in performing quan-
tum dynamics calculations is in the generation of the PES on which the nuclear
wavepacket moves, both in terms of the number of electronic structure calcula-
tions needed and, most significantly, the time needed to fit analytic functions to
those points. The ability to successfully calculate the PES on-the-fly should save a
significant amount of effort overall.

The second half of this work demonstrated the convergence properties of and
effort needed by the DD-vMCG method. In Secs. 4.3-4.6 we were concerned with the
proton transfer dynamics of salicylaldimine, in particular the flux of the wavepacket
through the barrier dividing the two isomers. These results should be compared to
those in Sec. 3.2 which used the MCTDH and vMCG methods on fitted surfaces
for the same system. Comparison of the plots in Figures 4 and 6 indicate that
DD-vMCG generates a flux in good agreement with the other methods. Exact
agreement should not be expected as the PES are formed differently, with a best
fit function for vMCG and MCTDH and interpolations of ab initio data for the
direct dynamics.

Sec. 4.3 demonstrated that, as with vMCG on a fitted surface, DD-vMCG con-
verges with respect to the addition of extra GWP basis functions. A good result
was obtained using 32 GWPs in just under 18 hours of CPU time (propagation
and electronic structure combined). Indeed qualitatively good results could be ob-
tained using 8 GWPs in less than 2 3

4 hours. This is significantly less effort than
that required to calculate a PES and then run dynamics.

In Sec. 4.4 t was shown that using a more finely divided PES, in terms of the prox-
imity of the geometries at which electronic structure calculations were performed,
allowed more accurate representation of the results, at the cost of increased com-
putational effort. In Sec. 4.5 we demonstrated that it is possible to saturate the
database of points from which the PES is generated, and as such get a result which
is fully converged in terms of the fact that subsequent runs, using the same initial
conditions, will yield an identical result. It is, however, worth noting that the result
is qualitatively correct after only one run, and that only quantitative corrections
are made during the subsequent calculations. The effort to converge the database
is considerable, both in terms of the extra electronic structure calculations and the
longer propagation times which result.

In Sec. 4.6 it was shown that a good result can also be obtained using an approx-
imate Hessian, with a large potential saving in time for the quantum chemistry
calculations due to no longer needing to perform the expensive evaluation of the
exact Hessian. It was explained further in, Sec. 4.8 that, not only does standard
wavepacket propagation converge for DD-vMCG, but also the location of PES
minima by the imaginary time propagation. This is a way of finding the global
minimum on a potential surface.

Finally, in Sec. 4.7 it was shown that the principles outlined for SA on the ground
state PES also hold in the case of the non-adiabatic dynamics of the butatriene
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cation. DD-vMCG is able to reproduce the transfer of wavepacket population be-
tween states, the result converging with respect to the number of GWPs. As such,
once more general diabatisation schemes have been implemented, it should be pos-
sible to accurately treat the dynamics of any reasonable molecular system on any
number of electronic states.

6. Conclusion

Quantum dynamics simulations using Gaussian wavepackets are becoming an im-
portant tool in studying chemical reactivity. GWPs have properties that promise
to describe quantum effects while breaking the exponential scaling with system
size of grid-based methods. In recent years a variety of methods have been pro-
posed as full solutions to the TDSE. Most of the recent development has been in
algorithms that can be applied to non-adiabatic photochemistry, where the dom-
inant quantum effects are in electronic state population transfer. Spawning and
MCE are probably the main two examples. Spawning in particular is a fairly ma-
ture method proven to provide data relevant to the interpretation of time-resolved
experiments. Fewer fully quantum GWP methods have been developed to treat
general scattering problems. The CCS method, the single-state version of MCE, is
one example.

Efficiency and convergence properties are the main differences between methods.
Like many GWP based methods, Spawning, CCS and MCE all use GWPs that
follow classical trajectories. These provide a reasonable basis, but it is not optimal.
There is only a guarantee that the result will converge on the full quantum dynamics
result with a complete basis set, but no guarantee that this can be obtained. In
particular, the classical basis means that basis functions do not tunnel through
barriers so not all regions of configuration space may be sampled.

In addition to this sampling problem, GWPs suffer from the inherent problem
that they provide a non-orthonormal basis set. This can lead to numerical insta-
bilities, particularly when the basis set approaches completeness. Other methods,
such as matching pursuit and basis expansion leaping, aim to solve these numerical
problems. But the cost is a much expanded basis set.

As with all quantum dynamics methods, a problem is how to obtain suitable
potential surfaces for polyatomic systems. Direct dynamics methods are becoming
increasingly popular as a way of circumventing the need to calculate surfaces a
priori. These use quantum chemistry programs to provide the potential surfaces
on-the-fly as and when required by the evolving basis functions. GWPs are ideal
for direct dynamics due to their localised nature which means only local informa-
tion about a surface is needed. Direct dynamics versions of spawning (AIMS) and
MCE have been developed and used successfully in simulations of photochemical
processes.

The vMCG method, the subject of this review, is a fully variational solution to
the TDSE based on a time-dependent Gaussian Wavepacket basis. It is completely
general, directly applicable to all types of problems and the variational basis leads
to good convergence. Very good results have been shown above for both tunneling
and non-adiabatic systems, with only a few GWPs capturing the major physics of
these processes. There is still much work to be done to make the method efficient
enough to study larger molecular systems, but the present results are promising.

Direct dynamics is also a trivial extension. The use of a DB allows real potential
surfaces to be built up. The data so gathered is a valuable resource that can be
used to generate more accurate surfaces, only collecting data where it is needed.
This could also have great impact in grid-based quantum dynamics when multi-
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dimensional potential surfaces are required. While one cannot afford to do a full
global fit in 30 dimensions or more, it may be possible to accurately fit the relevant
parts from data acquired by direct dynamics. The good convergence of vMCG
really does pay dividends in a direct dynamic form, as the quantum chemistry
requirements outweigh the dynamics so that saving on functions is the crucial
part.

The algorithm is now at an interesting stage. The numerical problems seem to be
understood and contained and work can now be done on improving the efficiency.
The ML-vMCG algorithm should bring big advantages, analogous to the huge step
made possible by ML-MCTDH for the grid-based method. The results shown in
this review are good evidence that the vMCG method has a future in developing
quantum dynamics to become a general tool.
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